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§7.1 Inferential Statistics

We have previously used descriptive statistics to summarize data in
a sample. We will now extend these statistics using inferential meth-
ods to make generalizations about the parameters of a population.

Definition (Inferential Statistics)

The use of sample data to make statements about the statisti-
cal/probabilistic characteristics of a population.
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§7.2 Estimating a Population Proportion

A population proportion describes the percentage (or proportion)
of a population which has a certain characteristic. The following are
important to estimating population proportions and other population
parameters.

Definition (Point Estimate)

A point estimate is a single value used to estimate a population
parameter.

E.g. 35% (or 0.35) is a point estimate.
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Definition (Confidence Interval)

A confidence interval is an interval of values used to “estimate”
the true value of a population parameter. It’s sometimes abbreviated
CI.

E.g. The interval (−1.2,−0.8) is a confidence interval.

Definition (Confidence Level)

A confidence level is a probability (1− α) that describes, in some
sense, how sure one is that the true population parameter lies within
a given confidence interval.

E.g. 95% (or 0.95) is a confidence level. In this case, α = 0.05.
Often, you are asked to create the confidence interval given a certain
desired confidence level. In this chapter, we use confidence intervals
for informal hypothesis testing.
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§7.2 Estimating a Population Proportion

Definition (Critical Value)

A critical value is the number on the boarder which separates typ-
ical from atypical values. The number zα

2
is a critical value which

separates an area of α
2 in the right tail of the standard normal dis-

tribution.

Different distributions must have critical values calculated dif-
ferently!
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§7.2 Estimating a Population Proportion

Definition (Margin of Error)

When data from a simple random variable are used to estimate a
population proportion, the margin of error which we denote E, is
the maximum likely difference (with probability 1− α) between the
observed sample proportion p̂ and the true value of the proportion
p.

For proportions, we have

|p − p̂| ≤ E = zα
2

√
p̂q̂

n
.

You can also use this information to calculate how big a sample size
needs to be to yield a certain level of confidence with a certain error
size. (Always round up when doing this.)
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§7.2 Example

Pew Research polled 1007 randomly selected US adults and showed
that 73% of the respondents knew what Snapchat was. Construct a
95% confidence interval for the proportion of US adults who know
what Snapchat is.

We need to first calculate z0.025 using StatCrunch or a table. We
get z0.025 = 1.96. Then we calculate:

E = zα
2

√
p̂q̂

n
= 1.96

√
(0.73)(0.27)

1007
≈ 0.027.

So, our 95% confidence interval is (0.73 − 0.027, 0.73 + 0.027) =
(0.703, 0.757).

Can we safely say that at least 70% of US adults know what Snapchat
is? Yes!
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§7.2 Example

Pew Research polled 1007 randomly selected US adults and showed
that 73% of the respondents knew what Snapchat was. How large
should we make the sample in order to be 99% sure that the popula-
tion proportion lies within 0.02 of the measured sample proportion?

We need to first calculate z0.005 using StatCrunch or a table. We
get z0.005 = 2.575. Then we use the formula:

0.02 = E = zα
2

√
p̂q̂

n
= 2.576

√
(0.73)(0.27)

n
,

which implies that n ≈ 3269.78, so we need a sample size of at least
3270.
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§7.2 Requirements for Using Proportion Estimation
Methods

Note: The methods used in the previous examples are only appro-
priate when

The sample is a simple random sample.

The conditions for a binomial distribution are satisfied.

There are at least five successes and five failures.
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§7.3 Estimating a Population Mean

We use the same notions as in §6.2, but we do have different re-
quirements:

The population must have a normal distribution or

The sample must be of size n > 30.

If σ is known, we can just apply the Central Limit Theorem to obtain
a proper confidence interval, using

E = zα
2

σ√
n
.

If σ is not known, we must use the Student t distribution rather
than the standard normal to calculate our critical value:

E = tα
2

s√
n
.
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§7.3 Estimating a Population Mean

Note: If you need to calculate tα
2

, you need to know how many
degrees of freedom the t distribution has.

The degrees of freedom
of t is always given by

n − 1,

where n is the sample size.
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§7.3 Example

50 body temperatures of cats were taken and their average was
101.5◦F . It’s known that cats have body temperatures which have
a standard deviation of 0.7◦F . Find a 95% confidence interval for
the mean body temperature of cats.

We need to calculate

E = zα
2

σ√
n

= 1.96
0.7√

50
≈ 0.19,

so our 95% confidence interval is 101.5±0.19◦F or (101.31,101.69).
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§7.3 Example

Assuming that the standard deviation of cats’ body temperatures is
known to be 0.7◦F . How many cats would you need to sample to
get a 90% confidence interval with error of 0.1◦F?

We solve for n the equation

E = zα
2

σ√
n

=⇒ 0.1 = 1.645
0.7√
n
.

This yields

n =

(
zα

2
σ

E

)2

=

(
1.645(0.7)

0.1

)2

≈ 132.6,

which means our sample size must be at least 133 cats.
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≈ 132.6,

which means our sample size must be at least 133 cats.
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§7.4 Estimating Population Standard Deviation or Variance

As before, we still have the notions of point estimate and confidence
interval, but we must use the chi-squared distribution, denoted χ2,
in order to calculate the critical value!

Just as with the Student t distribution, you must know the degrees
of freedom of a χ2 distribution, which is again given by

n − 1.

Note: The χ2 distribution is not symmetric, and neither is the
confidence interval it creates. For this reason, we never denote a
confidence interval for the standard deviation in the σ±E notation!
We always use interval notation!
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§7.4 The χ2 Distribution



§7.4 Estimating Population Standard Deviation or Variance

For the standard deviation, we have√
(n − 1)s2

χ2
R
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√
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L

,

and for the variance, we have
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We have the following requirements when estimating the standard
deviation:

The sample must be a simple random sample.

The population must be normally distributed, even if the
sample is large!
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§7.4 Example

The time a student spends on a section of the SAT is given in min-
utes: 25, 21, 21, 18, 13, 13, 14, 16, 12, 22, 25, 25, 30. These times
are known to be normally distributed. Calculate a 90% confidence
interval for the standard deviation of these times.

We have that x = 19.62 and s = 5.752. (We get this from
StatCruch, using Summary Stats by column).

Therefore, √
(n − 1)s2

χ2
R

< σ <

√
(n − 1)s2

χ2
L

=⇒

4.35 =

√
(12)5.75242

21.0261
< σ <

√
(12)5.75242

5.2260
= 8.72.
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§7.4 Example

So we have that the 90% confidence interval is (4.35,8.68).

What
does this actually mean?

This means that if we took a large number of simple random samples
of size 13 and calculated their standard deviation, then 90% of the
time, your calculated standard deviation would fall into the interval
(4.35,8.68). It does not mean that there is a 90% chance that σ
falls within the interval.
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§7.4 Precise Language

What does it mean to have a 95% CI for population mean?

It
is precisely an interval which, when a random selection is made
from the sampling distribution of the mean, will contain the given
selection 95% of the time. We’ll talk about how this relates to
hypothesis testing in the next chapter, and it will be much easier
to speak about what a 95% CI (or confidence level) means in the
context of hypothesis testing.
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§Review

In a probability histogram for the number of female girls in a family
of 5, how would you determine the probability of having two or three
females?



§Review

In some population, the mean is 25 and the standard deviation is 6.
What is the probability that, in a simple random sample of 36, the
sample mean would be between 24 and 26?



§Review

20% of students at UAB live on campus. Approximate the probabil-
ity of choosing 10 students at random from the student population
and having all of them live on campus.



§Review

What is the probability of having exactly one student who does not
live on campus under the same circumstances as in the previous
question?



§Review

What is the z-score of a test with a score of 75 if the mean on this
test is 80 with a standard deviation of 2.5?



§Review

Describe in words what is meant by the sampling distribution of a
median.



§Review

In a bag, you have 10 coins: 5 quarters, 1 dime, 1 nickel, and 3
pennies. If you pay 15 cents, you can draw one coin from the bag
at random. Is this game a good game to pay many times?



§Review

The Central Limit Theorem says that when a sample is large the
distribution of a sample mean is always what?



§Review

What’s the probability of selecting two kings from a deck of cards
with and without replacement? When does it make sense to com-
pute sampling without replacement as if we are sampling with re-
placement?



§Review

How many ways are there of getting two heads when you’re flipping
a coin 5 times?



§Review

Make sure to know all theorems, rules, and laws!




