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§4.1 Randomness

What's randomness?

Definition (random)

A phenomenon is random if individual outcomes are uncertain (in
some sense) but nonetheless display a regular distribution of
outcomes when trails are repeated a large number of times.

Example (deck of cards)

Imagine drawing a card from a 52-card deck. What card would you
draw? If you repeated this process 52 times, how often would you
expect to have drawn an ace?
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§4.1 Randomness

When the same random phenomenon is repeated a large number of
times, we start to see the pattern/distribution that arises among the
possible outcomes.

Definition (probability)

The probability of any outcome of a random phenomenon is the
proportion of times the outcome would occur in a very long series
of repetitions.

Example (deck of cards)

What's the probability of drawing an ace from a 52-card deck?

You often can calculate the probability of an outcome or event if
you make assumptions about the phenomenon rather than having
to perform a long series of repetitions.
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§4.1 Randomness

In determining probabilities based on a long series of repetitions, it's
important that the series be very long. People often underestimate
how many times you'd need to repeat the phenomenon before the
probabilities converge to their true probabilities.

This notion is completely analogous to the need to take large sam-
ples to get a reliable estimate of a population parameter based on
a sample statistic.

Performing many trials can be difficult, so estimating
probabilities or calculating them using mathematical
assumptions is often necessary.

Trials must always be independent, i.e the outcomes of one
trail must not depend on the outcome of any others.

Often we can imitate random behavior rather than actually
performing the trials. We call this simulation.
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§4.1 Randomness

A rigorous study of games of chance wasn't realized until the 16th
and 17th Centuries. Since then, the study of probability has grown
to a discipline that helps us understand things like

gambling,
natural /environmental random phenomena,

mortality,

|

|

m traffic/queuing theory,

m ergodicity/particle movement/brownian motion,
|

finance, and much more.
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§4.1 Randomness

Mastery Question:

Example (independence)

Are the following independent trails?

m The number of holiday cards you receive over a period of ten
years.

m The temperature at Vulcan on January 1st each year for three
years.

m The results of five coin tosses where the coin is 40% likely to
land on heads and 60% likely to land on tails.
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Mastery Question:

Example (random)

Are the following random phenomena? If so, explain how a
probability applies to them.

m The number of cars a particular family owns.
m Whether or not a medical student passes her board exams.

m The numbers selected in a lottery drawing.
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§4.2 Probability Models

A probability model consists of a list of possible outcomes and the
corresponding probability of each outcome. This two-part descrip-
tion fully characterizes a phenomenon’s randomness.

Definition (outcome)

An outcome of a random phenomenon is a possible result from a
trail which cannot be broken down into simpler results.

Are the following outcomes of rolling a six-sided die or not?
m rolling a three
m rolling an odd number

m rolling an even number less than four
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Definition (sample space)

The sample space of a random phenomenon is the set of all
possible outcomes.

Definition (event)

An event is an outcome, a set of outcomes, or the entire collection
of all possible outcomes of a random phenomenon. That is, it's
any subset of the sample space - possibly the whole sample space.

Example (number of children)

A population of four families have 0, 2, 2, 1 children in each family.
If we selected one family from this population at random (with
equal likelihood), what is the sample space for this random trail?
What are the outcomes? What is the set of all possible events?
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The following facts are true for all probabilities and all probability
models.

m Any probability is a number between 0 and 1.

m The event containing all possible outcomes (i.e. the entire
sample space) must have a probability equal to 1.

m If two events are disjoint (i.e. if they have no outcomes in
common), then the probability that one or the other occurs is
the sum of their individual probabilities.

m The probability that an event does not occur is 1 minus the
probability that the event does occur.

We summarize these facts in a table on the next slide.
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§4.2 Probability Models

Rule 1 0< P(A) <1

Rule 2 P(S)=1

Rule 3 | P(A) + P(B) = P(A or B) if A and B are disjoint
Rule 4 P(A) =1— P(A)

It's important to understand how these identities arise, and looking
at Venn diagrams can be useful for these and other identities.
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Use probability identities and Venn diagrams to help answer the
following questions.

Example (hair color)

The table gives the proportion of hair colors in a class.

Black | Blond | Brown | Red | White/Grey | Other
031 [ 011 | 028 [0.08] 004 [ 0.18

What's the probability that a student has a known hair color?
0.82. What's the probability that a student has either red or brown
hair? 0.36. What's the probability that a student has neither black
nor blond hair? 0.58.
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§4.2 Probability Models

When a sample space has a finite possible number of outcomes:

m Assign a probability to each outcome using some
rule/description of the phenomenon. These probabilities must
sum to 1 and be between 0 and 1.

m The probability of an event can be calculated as the sum of
the probabilities of the outcomes which make it up.

Example (rolling dice)

Create the probability model for rolling two dice.

2 |3|4]|5]6]7

5 S S S A T

36‘18‘12‘9‘36‘6
8 19101112
=L [
36 | 9 | 12 18 36
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To construct the previous probability model for two dice, we used
the following rule.

Theorem (equally likely outcomes)

If a random phenomenon has k possible outcomes, all equally
likely, then each individual outcome has probability % The
probability of any event A is

count of outcomes in A
k

P(A) =

We didn’t use this rule exactly because we “pinched together” cer-
tain outcomes since their result was the same in some sense, but the
idea is the same.
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When a phenomenon includes two procedures like our rolling of two
dice, it can be difficult to assign probabilities to the sample space.
However, this process simplifies when you can assume that the events
are independent.

Definition (independence)

Two events A and B are independent if knowing that one occurs
does not change the probability that the other occurs. If A and B
are independent, then

P(A and B) = P(A) - P(B).

We call this the multiplication rule for independent events.
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Example (independent events)

Are the following independent events or not?

Drawing an ace from one deck of cards and then drawing a
king from another deck.

Drawing an ace from one deck of cards and then drawing a
king from the same deck without replacing the ace first.

Event A is disjoint from Event B. Are they independent?
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§4.2 Probability Models

With all these rules at our disposal, we can now calculate probabil-
ities of somewhat complicated events.

What's the probability that in a room of 25 people at least two
people share a birthday? 56.87%.





