
Lesson 5:
Chapter 4 Section 3

Caleb Moxley

BSC Mathematics

16 September 15



§4.1-4.2 Review

Example (equally likely events)

Are each of the following events equally likely?

The next tennis match of Serena Williams is either a win or a
loss.

You draw a king or a spade from a well-shuffled deck of 52
cards.

You spin a red in Twister or you spin a green.
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§4.1-4.2 Review

Example (corrections)

Correct the statements below.

1 If two events are disjoint, then to calculate the probability that
either happens, you can multiply their individual probabilities.

2 If P(A) = 0.5 and P(B) = 0.5, then P(A and B) = 1.

3 If P(A) = 0.25, then P(Ac) = −0.25.

4 If S = {A,B}, then P(A) = 0.5 and P(B) = 0.5.

5 If P(A) and P(B) are both 0.4 and if P(A and B) = 0.8, then
A and B are independent.
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§4.1-4.2 Review

Example (probability model)

Assume a die has been loaded so that 1 and 6 come up as often as
each other and 2, 3, 4, 5 come put as often as each other. If
P(1 or 6) = 0.52, find the probabilities for each possible outcome.



§4.1-4.2 Review

Example (complicated event)

Only 5% of Australians have O-negative blood types. If 10
Australians are selected at random, what is the probability that at
least one of them has O-negative blood?



§4.3 Random Variables

In our construction of probability models, our sample space didn’t
have to consist of numbers.

Consider the probability model below
describing eye color.

Black Brown Blue Green Other

0.3 0.35 0.15 0.1 0.1

If we chose 5 people at random, we could convert the eye-color
variable into a numeric variable by recording the number of, for
instance, brown eyes in the group of 5 people. Thus, the outcome

(Blue, Other, Brown, Black, Brown)

would be recorded as a 2.
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§4.3 Random Variables

Definition (random variable)

A random variable is a variable whose value is a numeric outcome
of a random process.

Using the probability model given below, we can create a random
variable for the number of brown-eyed people in a group of 5 ran-
domly selected people.

Black Brown Blue Green Other

0.3 0.35 0.15 0.1 0.1

Our random variable will look be as below.

0 1 2 3 4 5

0.116 0.312 0.337 0.181 0.049 0.005

This is a binomial random variable which we’ll discuss in §5.
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§4.3 Random Variables

Definition (discrete random variable)

A discrete RV X has possible values that can be given in an
ordered list. The probability distribution of X lists the values of
their probabilities.

Value of X x1 x2 x3 . . .

P(X ) p1 p2 p3 . . .

The probabilities pi must satisfy the following requirements.

1 0 ≤ pi ≤ 1

2
∑

pi = 1

You can find the probability of any event by adding up the
probabilities pi of the particular values of X that make up the
event.



§4.3 Random Variables

Is this a valid probability distribution?

0 1 2 3 4 5

0.116 0.312 0.337 0.181 0.049 0.005

What is P(X ≤ 2)? 0.765. What’s P(1 < X ≤ 3)? 0.518.
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§4.3 Random Variables

You can create a probability histogram by drawing the histogram of
a probability distribution.

When a probability histogram is flat, you have a uniform random
variable, i.e. a random variable where each value is equally likely!

What does the histogram look like for our previous random variable?
What would it look like if it were uniform?
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§4.3 Random Variables

Uniform distributions could also be continuous rather than discrete!

Definition (continuous random variable)

A continuous random variable X takes all values in an interval
(or possibly intervals) of numbers. The probability distribution of
X is described by a density curve. The probability of any event is
the area under the density curve and above the horizontal axis and
between the values of X which bound the event.

Note: Density curves must always be above the horizontal axis and
the total area under them but above the horizontal axis must be 1.
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§4.3 Random Variables

For a continuous random variable, P(X = x) = 0 for any value x ,
so we can ignore the distinction between ≤ and < or between ≥
and >.

Example (continuous uniform random variable)

A random variable X is uniform and continuous and takes values
between 0 and 10. What is P(1 < X ≤ 4)? 3

10 . Draw this area!
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§4.3 Random Variables

The most common continuous random variable that we will deal
with is the normal random variable. The “interval” on which it takes
values is the entire real line! How would you go about calculating
the probability that a normal random variable takes values between a
and b?

You’d have to calculate the area under a complicated curve.
Luckily, this has already been done for you in the standard normal
probability table. See Table A, pages T-2 and T-3. In order to use
this table, you must convert a and b into their standard scores!

z(a) =
a− µ
σ

and z(b) =
b − µ
σ
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§4.3 Random Variables

Example (normal random variable)

If X is a normal random variable with mean 5 and standard
deviation 2,

what is

the probability that X is less than 7?
P(X < 7) = P(Z < 1) = 0.8413.

the probability that X is greater than 3? P(X > 3) =
1− P(X ≤ 3) = 1− P(Z ≤ −1) = 1− 0.1587 = 0.8413.

the probability that X is between 1 and 9?
P(1 < X < 9)=P(X < 9)− P(X < 1) =
P(Z < 2)− P(Z < −2) = 0.9772− 0.0228 = 0.9544.
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§4.3 Random Variables

There are ways of calculating standard normal probabilities in Minitab!




