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Abstract

We study a class of open chaotic dynamical systems. Consider an expand-
ing map of an interval from which a few small open subintervals are removed
(thus creating “holes”). Almost every point of the original interval then eventu-
ally escapes through the holes, so there can be no absolutely continuous invariant
measures. We construct a so called conditionally invariant measure that is equiv-
alent to the Lebesgue measure. Our measure is unique and naturally generates
an invariant measure, which is singular. These results generalize early work by
Pianigiani, Yorke, Collet, Martinez and Schmidt, who studied similar maps under
an additional Markov assumption. We do not assume any Markov property here
and use “bounded variation” techniques rather than Markov coding. Our results
supplement those of Keller, who studied analytic interval maps with holes by using
different techniques.

1 Introduction

Expanding maps of an interval are very popular in the theory of chaotic dynamical
systems. A map T̂ : [0, 1] → [0, 1] is said to be expanding if it is piecewise smooth and
its derivative satisfies the condition inf |T̂ ′(x)| > 1. Simple examples of expanding maps
are:
(i) the so-called beta-transformations defined by T̂ (x) = βx (mod 1) with β > 1, in
particular the doubling map T̂ (x) = 2x (mod 1);
(ii) the tent map defined by T̂ (x) = 2x for 0 ≤ x ≤ 1/2 and T̂ (x) = 2(1 − x) for
1/2 < x ≤ 1.

Expanding maps have good ergodic and statistical properties. A. Lasota and J. Yorke
[LaY] proved that C2 expanding maps admit absolutely continuous invariant measures
(a.c.i.m.’s), whose densities are of bounded variation. In fact, such maps have only finitely
many ergodic a.c.i.m.’s, each of which is mixing up to a cycle [LiY, HK]. R. Bowen [Bo]
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showed that a mixing a.c.i.m. is Bernoulli. F. Hofbauer and G. Keller [HK] proved
that mixing a.c.i.m.’s have good statistical properties, too - they enjoy exponential de-
cay of correlations and satisfy the central limit theorem (for observables with bounded
variation). Some extensions of these results may be found in [BK, Bu, K, KL, L, Ry].

Note that if an ergodic a.c.i.m. has a strictly positive density, then there is no other
a.c.i.m.’s, because distinct ergodic measures are always mutually singular. In particular,
beta-transformations with an integer β ≥ 2 and the tent map preserve the Lebesgue
measure, hence they have no other a.c.i.m.’s.

-
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Figure 1: A modified tent map

Now we introduce the idea of open systems that have become popular in the studies of
chaos and statistical mechanics in recent years [D, GD]. We do that by example. Consider
a modification of the tent map defined by T̂ (x) = cx for x ≤ 1/2 and T̂ (x) = c(1 − x)
for x > 1/2, with some c > 2. This is a map T̂ : IR → IR shown on Fig. 1. One can easily
check that the points x ∈ H: = (c−1, 1 − c−1) will be mapped out of the interval [0, 1]
and eventually, under the iterations of T̂ , they will escape to −∞. The same will happen
to all the points x ∈ T̂−kH for all k ≥ 1. The set ∪kT̂

−kH is open and dense in [0, 1]
and has full Lebesgue measure. In other words, almost every point x ∈ [0, 1] eventually
escapes through the “opening” H, which can be also regarded as a hole in the interval
[0, 1]. Note that the map T̂ was used in [D] to illustrate the concept of open dynamics
and escape through holes.

In physical applications, the process of escape of points from the unit interval is
characterized by a conditionally invariant measure. A probability measure µ on [0, 1] is
said to be conditionally invariant if there exists λ > 0 such that T̂∗µ = λµ. Here, as
usual, T̂∗ is a dual operator acting on measures as defined by (T̂∗µ)(A) = µ(T̂−1A) for
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all Borel sets A ⊂ [0, 1]. The constant λ > 0 is called the eigenvalue of µ, see [C], and
− ln λ is called the escape rate [D, GD].

In physical experiments, if one chooses N points in [0, 1] at random according to the
distribution µ, then after n iterations of T̂ there will be ≈ λnN points remaining on
[0, 1], and they will be distributed according to the measure µ. Note that conditionally
invariant measures are analogous to quasi-stationary distributions for Markov chains with
absorbing states (or absorbing boundary conditions) - see [CMM, FKMP].

From the physicist point of view, only absolutely continuous conditionally invariant
measures (a.c.c.i.m.’s) are relevant, and this is what we will study in this paper. It is also
important that an a.c.c.i.m. attracts other smooth measures, i.e. there is a large class C
of absolutely continuous measures on [0, 1] such that for each ν ∈ C the sequence cn T̂ n

∗ µ,
where c−1

n = (T̂ n
∗ ν)([0, 1]) is the normalizing factor, converges to the a.c.c.i.m. µ (in the

sense that the densities converge uniformly) . We will refer to this as the convergence
property for µ (in the class C). We note that the convergence property allows to choose
N points in the above mentioned physical experiment according to any distribution in
the class C, with the same final result for large n.

The first results on a.c.c.i.m.’s were obtained by G. Pianigiani and J. Yorke:

Theorem 1.1 ([PY]) Let I ⊂ [0, 1] be a finite union of disjoint closed intervals I1, . . . , Im.
Let T : I → [0, 1] be a map that is C2 smooth and expanding on each interval Ij ⊂ I and
satisfies the condition T (I) ⊃ I and the Markov property int I ∩ T (∂I) = ∅ (i.e. for each
pair of intervals Ii, Ij we have either T (Ii) ⊃ Ij or T (Ii)∩ int Ij = ∅). Then an a.c.c.i.m.
exists. If T satisfies an additional transitivity assumption, then an a.c.c.i.m. is unique in
a class of absolutely continuous measures whose densities have positive upper and lower
bounds. In that class, the a.c.c.i.m. has the convergence property.

For example, let T be the restriction of the modified tent map T̂ shown on Fig. 1 to
the set I: = [0, 1] \H. Then T satisfies the conditions of Theorem 1.1 and hence admits
an a.c.c.i.m., which is in this case just the (normalized) Lebesgue measure on I.

Remark. One would expect that under the conditions of Theorem 1.1 the a.c.c.i.m.
is unique (and has the convergence property) even if we relax the requirement that
the densities be bounded away from zero. Surprisingly, this is not true, even for the
just mentioned modified tent map. Indeed, choose any 0 < α < 1/2 and define a
density by setting it to αk on the set T−kH for each k ≥ 1. This defines the density
almost everywhere on I, and the corresponding measure (after normalization) will be
an a.c.c.i.m. with eigenvalue λ = 2αc−1. Moreover, the variation of this density is
finite (less than 4/(1 − 2α)). This example shows that there is a mysterious difference
between the properties of a.c.i.m.’s for ordinary expanding maps and those of a.c.c.i.m.’s
for expanding maps with holes.

An a.c.c.i.m. naturally generates a T̂ -invariant measure µ̄ (which is singular). Its
construction is described below, here we give its physical interpretation. Suppose one
chooses N points at random according to any distribution in the class C, then after n
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iterations of T̂ there will be ≈ λnN points remaining on [0, 1]. We take their images
after m ¿ n (instead of n) iterations of T̂ , then those will be distributed according to
the measure µ̄.

Theorem 1.2 ([CMS1]) Under the conditions of the previous theorem (including tran-
sitivity) there is a unique T -invariant measure associated with the a.c.c.i.m. µ.

The purpose of this paper is to extend Theorems 1.1 and 1.2 to expanding maps with
holes that do not necessarily satisfy the Markov property. In other words, we allow more
generic holes than in [PY, CMS1]. Our approach is the following. We start with an
ordinary expanding map T̂ of the unit interval. For simplicity, we assume that it admits
a mixing a.c.i.m. whose density is bounded away from zero. Let H be a finite union of
small open intervals (holes in [0, 1]), and T the restriction of T̂ to I = [0, 1] \H. Here is
our main theorem, stated a bit loosely:

Theorem 1.3 Suppose that the total length of holes is small enough and they are in
generic position (i.e. their images do not overlap for sufficiently many iterations of T̂ ).
Then the map T : I → [0, 1] admits an a.c.c.i.m. µ, which is unique in a class of absolutely
continuous measures whose densities have bounded variation. In that class, the a.c.c.i.m.
µ has the convergence property. The measure µ generates a unique T -invariant measure
µ̄.

The precise conditions and claims of the theorem will be specified below.

Remark. We emphasize that even though we are making a rather strong assumption on
the given expanding map T̂ (that it has a mixing a.c.i.m. with a strictly positive density),
the holes are allowed to be rather arbitrary, in fact, they must be in generic position (as
explained in Section 3). We note that our assumption on T̂ is not too restrictive either:
if it fails, it is usually possible to find a finite union of subintervals J : = ∪Ji in [0, 1] and
a higher iteration of the map, T̂1: = T̂ k, such that T̂1(J) ⊂ J and the map T̂1: J → J
admits an a.c.i.m. that is mixing and has a strictly positive density on J . Then the
problem can be reduced to the map T̂1 on J .

Remark. G. Keller (see Sect. 9C in [K]) obtained similar results for expanding interval
maps with holes by a different approach. He assumed that the original interval map is
piecewise analytic and used Fredholm theory to study the corresponding transfer opera-
tor. He proved the exponential escape of mass (he called this process extinction) through
holes (which he called traps) and related the extinction rate to the topological pressure of
the corresponding weight function. Keller also constructed an equilibrium state, which
was an invariant measure. In the introduction to [K], he said that he used the heavy
machinery of Fredholm theory because “it seems quite difficult to obtain rigorous results
about extinction rates ... by studying transfer operators acting on spaces of function of
bounded variation”. This is exactly what we are doing in this paper, hence we supplement
the results of [K].
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Remark. As a referee pointed out to us, most of the results we obtain here can be
derived from spectral properties of transfer operators and their perturbations studied
recently in [BK] and [KL]. It is also possible to show, in addition to what we prove, that
the invariant measure is ergodic and has rapidly decaying correlations. We do not apply
the spectral operator technique and restrict ourselves to more elementary and direct
arguments.

2 Notation and preliminary lemmas

Here we introduce our notation and collect necessary tools for the proof of the main
theorem.

Let T̂ : I → I be a piecewise C2 expanding map. We denote

s: = sup
x

1/|T ′(x)| < 1

and
S: = sup

x
|T ′(x)| < ∞

We also put
C̄ = sup

x∈I
|T ′′(x)| (2.1)

and

C̃ =
s2C̄

1− s
(2.2)

For each n ≥ 1, we denote by În
k , k ≥ 1, the intervals of monotonicity for the map T̂ n.

We put Ĵn
k = T̂ nÎn

k .
Let δn be the length of the smallest interval În

k , k ≥ 1, that is

δn = min
k

m(În
k ) (2.3)

Here and on m stands for the Lebesgue measure on [0, 1].

Assumption on T̂ . We assume that the map T̂ preserves a mixing measure with density
h(x) that is bounded away from zero: h(x) ≥ hmin > 0.

We make an important note. Under this assumption, the map T̂ has the following
covering property [L]: for every n ≥ 1 there is a K(n) < ∞ such that, for every k, the
set T̂K(n)În

k covers [0, 1], up to finitely many points. For a proof, see C. Liverani [L].
We note that Liverani [L] proved the converse: the covering property implies that the
invariant density is bounded away from zero. It is also interesting to note that recent
results by J. Buzzi [Bu] imply that if T̂ is topologically mixing, then it has the covering
property.
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Holes. We now introduce holes in the interval [0, 1]. Let H = ∪lHl be a finite union of
disjoint open subintervals Hl (holes). We denote by L the number of Hl (holes) and by

h = m(H) =
L∑

l=1

m(Hl)

their total length.
Let I = [0, 1] \H. Put In = ∩n

i=0T̂
−iI and Hn = [0, 1] \ In.

We now define the map T on I and its iterations. We denote by T n the restriction
of T̂ n to the set In. Note that T n(In) ⊂ I. That is, the map T n is the restriction of the
map T̂ to the set of points whose trajectories do not enter the holes (the set H) at times
0, 1, . . . , n.

We put In
k = În

k ∩ In. Note that T n is well defined and monotonic on each set In
k . Put

Jn
k = T nIn

k . Note that both In
k and Jn

k are finite unions of intervals. As the reader may
have noticed, we attach “hats” to notation related to the original map T̂ , and remove
hats when dealing with the map T generated by holes.

Note that the set Hn consists of points where the map T n is not defined. We have a
simple bound on its Lebesgue measure:

m(Hn) ≤ h
n∑

i=0

(sq)i (2.4)

where q is the number of intervals Î1
k of monotonicity of the map T̂ .

Perron-Frobenius operator. Since we study absolutely continuous measures on [0, 1],
we will need the Perron-Frobenius operator that describes the transformation of densities
under the map T .

Let f ≥ 0 be the density function of a measure ν on I. The density of the measure
T n
∗ ν is given by

(PT nf)(x) =
∑

y∈T−nx

f(y)

|(T n)′(y)| (2.5)

and if T−nx = ∅, we set (PT nf)(x) = 0 (here and on (T n)′ stands for the derivative
of the map T n). This equation defines a linear operator PT n on L1(I), known as the
Perron-Frobenius operator. We will denote it simply by P n. One can easily verify that
PT n = PT ◦ · · · ◦ PT︸ ︷︷ ︸

n

, so this notation is consistent.

Note that P nf ≥ 0 if f ≥ 0. Also, by a simple change of variable,

‖P nf‖1 =
∫

In
f(x) dx = ν(In)

hence ‖P nf‖1 ≤ ‖f‖1 = ν(I). This shows that, when holes are present, the Perron-
Frobenius operator decreases the norm of measures. For this reason we also consider a
modified (or normalized) Perron-Frobenius operator

P n
1 f = P nf/‖P nf‖1 (2.6)
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defined only if ‖P nf‖1 6= 0. Now we have ‖P n
1 f‖ = 1. The operator P n

1 does preserve
the norm of probability measures, but it is not a linear operator anymore.

We study the action of the Perron-Frobenius operator on functions of bounded vari-
ation. The variation of a function f on I is defined by

Var f = sup

{
n∑

k=1

|f(ak)− f(ak−1)|: a0 < · · · < an, ak ∈ I

}

where the supremum is taken over all finite sequences in I. For each b > 0 we put

Eb =
{
f ∈ L1(I): f ≥ 0, ‖f‖1 = 1, Var f ≤ b

}

It is straightforward to verify that Eb is a compact, convex subset of L1(I).
A crucial property of the Perron-Frobenius operator for ordinary expanding maps is

that they reduce variation of densities, i.e. they satisfy the bound Var Pf ≤ α Var f +
β‖f‖1 for some constants 0 < α < 1 and β > 0, see [LaY, HK]. We now prove a similar
property for our maps with holes:

Proposition 2.1 (Variation bound) For every n ≥ 1 and a nonnegative function f
of bounded variation on I we have

VarI (P nf) ≤ sn(2L(n + 1) + 3) VarIf + [C̃ + (δn − h)−1]
∫

I
f dx (2.7)

(the value of δn is defined in (2.3)).

We first prove an auxiliary bound on distortions. Let In
k be one of the intervals of

the set In and Jn
k = T nIn

k . The map T n is defined and monotonic, hence invertible,
on the interval In

k . Denote by ψ: Jn
k → In

k the inverse of the map T n restricted to In
k .

For any points x, y ∈ Jn
k we put x′ = ψ(x), y′ = ψ(y). Note that |ψ′| ≤ sn. Hence,

|x′ − y′| ≤ sn · |x− y|, and for the same reason

|T i(x′)− T i(y′)| ≤ sn−i · |x− y| (2.8)

for all 0 ≤ i ≤ n.

Lemma 2.2 (Distortion bounds) In the above notation
∣∣∣ ln |(T n)′(x′)| − ln |(T n)′(y′)|

∣∣∣ ≤ C̃ · |x− y|

Proof. By a simple application of the chain rule and then (2.1) and (2.8) we have

∣∣∣ ln |(T n)′(x′)| − ln |(T n)′(y′)|
∣∣∣ ≤

n−1∑

i=0

∣∣∣ ln |T ′(T ix′)| − | ln T ′(T iy′)|
∣∣∣

≤
n−1∑

i=0

s C̄ |T i(x′)− T i(y′)|

≤ C̄(s2 + s3 + · · ·+ sn+1) |x− y|
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This proves the lemma. 2

Lemma 2.2 implies ∣∣∣∣∣
(T n)′(x′)
(T n)′(y′)

− 1

∣∣∣∣∣ ≤ C̃ · |x− y| (2.9)

Proof of Proposition 2.1. Let În
k be an arbitrary interval of monotonicity of the map

T̂ n. Recall that Ĵn
k = T̂ nÎn

k . Note that T̂ n: În
k → Ĵn

k is a monotonic, hence invertible,
map, and denote by ψ̂k: Ĵn

k → În
k the inverse of the map T̂ n restricted to În

k . Note that
|ψ̂′k| ≤ sn.

The set In
k = În

k ∩ In consists of some number, say Ln,k, of connected components
(intervals). We claim that

Ln,k ≤ L(n + 1) + 1 (2.10)

To prove this claim, we note that the gaps between the above subintervals of In
k are made

by the components of Hn∩ În
k . The maps T̂ i for 1 ≤ i ≤ n are monotonic on În

k , thus the
set T̂−i(H ∩ T̂ iÎn

k ) has no more than L connected components for every i = 0, 1, . . . , n.
So, the set Hn ∩ În

k has no more than L(n + 1) connected components. Hence (2.10).
Denote by bn

k,1, . . . , b
n
k,qk

the endpoints of the intervals of which the set In
k consists. Note

that qk ≤ 2L(n + 1) + 2 by (2.10).
It follows from the definition of the Perron-Frobenius operator P n that

VarP nf ≤ ∑

k

VarJn
k
[(f ◦ ψ̂k) |ψ̂′k|] + sn

∑

k

∑

i

f(bn
k,i)

≤ ∑

k

VarJn
k
[(f ◦ ψ̂k) |ψ̂′k|] + sn(2L(n + 1) + 2)

∑

k

max
In
k

f(x) (2.11)

For each n and k we have

VarJn
k
[(f ◦ ψ̂k) |ψ̂′k|] ≤

∫

Jn
k

∣∣∣d[(f ◦ ψ̂k) |ψ̂′k|]
∣∣∣

≤
∫

Jn
k

|d(f ◦ ψ̂k)| · |ψ̂′k|+
∫

Jn
k

(f ◦ ψ̂k) · |ψ̂′′k | dx

Lemma 2.2 implies that

sup
x∈Jn

k

|ψ̂′′k(x)/ψ̂′k(x)| = sup
x∈Jn

k

|(ln |ψ̂′k(x)|)′| ≤ C̃ (2.12)

and we obtain

VarJn
k
[(f ◦ ψ̂k) |ψ̂′k|] ≤ sn

∫

Jn
k

|d(f ◦ ψ̂k)|+ C̃
∫

Jn
k

|(f ◦ ψ̂k)| |ψ̂′k| dx

= sn VarIn
k
f + C̃

∫

In
k

|f(x)| dx

Now summing over k yields

∑

k

VarJn
k
[(f ◦ ψ̂k) |ψ̂′k|] ≤ sn VarInf + C̃

∫

In
|f(x)| dx (2.13)
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To estimate the second term in (2.11), we note that

max
In
k

f(x) ≤ max
În
k
\H

f(x)

≤ min
În
k
\H

f(x) + VarÎn
k
\Hf

≤ [m(În
k \H)]−1

∫

În
k
\H

f(x) dx + VarÎn
k
\Hf (2.14)

Note that m(În
k \H) ≥ δn−h. Now summing over k in (2.14) and combining with (2.11)

and (2.13) complete the proof of Proposition 2.1. 2

3 Existence and uniqueness of a.c.c.i.m.

Fix N ∈ IN such that
α: = sN(2L(N + 1) + 3) < 1 (3.1)

Proposition 3.1 There exists a bmin > 0 such that for every bmax ≥ bmin there is an
h0 = h0(bmin, bmax) > 0 such that whenever h < h0 the modified Perron-Frobenius operator
PN

1 is well defined and on Eb and

PN
1 (Eb) ⊂ Eb

for all b ∈ (bmin, bmax). Furthermore, for such b’s we have Var PN
1 f < b for every f ∈ Eb.

Proof. First, we assume that h0 < δN/2. Then Proposition 2.1 implies

Var PNf ≤ α Var f + β‖f‖1

with
β: = C̃ + 2/δN

Now we put

bmin =
2β

1− α

Let bmax > bmin be given. Obviously,

‖f‖∞ < bmax + 2 (3.2)

for all f ∈ Eb, b ≤ bmax. Now we choose

h0 = min





1− α

2

(
(bmax + 2)

N∑

i=0

(sq)i

)−1

, δN/2



 (3.3)
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This implies, along with (2.4), that

‖PNf‖1 =
∫

I\HN
f dx > 1− 1− α

2
= α +

1− α

2
(3.4)

for all f ∈ Eb, b ≤ bmax. Then an easy calculation yields

Var PN
1 f ≤ ‖PNf‖−1

1 (α Var f + β) < b

for all f ∈ Eb. 2

It is easy to see that when the conditions of the above proposition hold, the operator
PN

1 on Eb is continuous (in the L1 metric). The Shauder-Tykhonov theorem then implies
the existence of a fixed point:

Corollary 3.2 Under the conditions of the previous proposition, the operator PN
1 pre-

serves a density f ∈ Eb. Hence, PNf = ‖PNf‖1f , so the density f defines an a.c.c.i.m.
for the map TN with eigenvalue λ = ‖PNf‖1.

Remark. Since VarPN
1 f < b for any f ∈ Eb, every fixed density f ∈ Eb actually belongs

in Ebmin
.

Next we will show that the above fixed density f is unique and defines an a.c.c.i.m.
for the map T (not only for TN). We first need to fix bmax.

Lemma 3.3 Let bmin be as in Proposition 3.1. Then there exists a bmax > bmin such that
whenever h < h0(bmin, bmin), we have

P1(Ebmin
) ⊂ Ebmax

whenever h < h0.

Proof. For every f ∈ Ebmin
we have, with the help of (3.4), that ‖Pf‖1 ≥ ‖PNf‖1 ≥

(1 + α)/2. Now Proposition 2.1 implies

Var(P1f) ≤ 2(1 + α)−1[s(4L + 3)bmin + C̃ + 2/δN ]

Hence it is enough to set bmax to the value on the right hand side. 2

Now we fix a bmax as in this lemma. Assume that h < h0(bmin, bmax). Proposition 3.1
ensures the existence of a fixed point f ∈ Eb for the operator PN

1 in every space Eb,
bmin ≤ b ≤ bmax. Assume, for the moment, that such a fixed point is unique.

Lemma 3.4 If a fixed point f ∈ Ebmax for the operator PN
1 is unique, then there is a

unique density f ∈ Ebmin
such that P1f = f . Hence, f defines a unique a.c.c.i.m. for the

map T .

10



Proof. Indeed, if g = P1f 6= f , then g ∈ Ebmax by Lemma 3.3 and PN
1 g = g. This

contradicts the uniqueness of a fixed point for PN
1 in Ebmax . 2

It is therefore enough to prove the uniqueness of a fixed point for PN
1 in Ebmax . We

do just that in the rest of this section.

Lemma 3.5 For any c ∈ (0, 1) there exists a δ ∈ (0, 1) such that for all f ∈ Ebmax we
have

m{x: f(x) > c} ≥ δ

Proof. Suppose, on the contrary, that there exists a c̃ ∈ (0, 1) such that for any δ ∈ (0, 1)
we can find fδ ∈ Ebmax for which m{x: fδ(x) > c̃} < δ. Choose δ < (1 − c̃)/(bmax + 2).
Since ‖f‖∞ < bmax + 2 for all f ∈ Ebmax , we have

1 =
∫

I
fδ dm ≤ δ(bmax + 2) + (1− δ)c̃ < 1

a contradiction. 2

Fix a c0 > 3/4 and the corresponding δ0 according to the above lemma. Let M denote
a multiple of N satisfying

m(ÎM
k ) <

δ0

2(2L + 1)(bmax + 2)

for all intervals ÎM
k . Note that the set {x: f(x) > c0} intersects at least 2(2L+1)(bmax+2)

intervals ÎM
k .

Since the map T̂M has the same mixing invariant density h as the map T̂ , it also has
the covering property, cf. Sect. 2. Therefore, there is a K ≥ 1 such that the set T̂KM ÎM

k

covers [0, 1], up to finitely many points, for every k. Observe that now for every x ∈ [0, 1]
(except finitely many) we have T̂−KMx ∩ ÎM

k 6= ∅ for all intervals ÎM
k .

Recall that the Perron-Frobenius operator P n = PT n is defined by (2.5). If we assume
H = ∅ (i.e., I = [0, 1]), that definition would give us the ordinary Perron-Frobenius
operator for the expanding map T̂ n (without holes). We denote it by P̂ n: = PT̂ n . It acts
on L1([0, 1]).

For every function f ∈ Ebmax denote by f̂ its extension to [0, 1] obtained by setting f
to zero on the set H = [0, 1] \ I. Denote the space of the so defined functions f̂ by Êbmax .
Such extension of f certainly increases its variation, but since ‖f‖∞ < bmax + 2, we have

Var f̂ < bmax + 2L(bmax + 2) < (2L + 1)(bmax + 2) (3.5)

Lastly, note that the operator P n is well defined on Êbmax for all n ≥ 1.

Lemma 3.6 For any 0 < c < 1/4 there exists an εc > 0 such that if f̂ ∈ Êbmax and
P̂KM f̂(x) ≤ εc, then f̂(y) ≤ c for all y ∈ T̂−KMx.
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Proof. Pick a c < 1/4, choose εc < cS−KM , where S = sup |T̂ ′|, and suppose f̂(ỹ) > c for
some ỹ ∈ T̂−KMx. Then

P̂KM f̂(x) =
∑

y∈T̂−KMx

f̂(y)

|(T̂KM)′(y)| >
c

SKM
+

∑

y∈T̂−KMx\ỹ

f̂(y)

|(T̂KM)′(y)| > εc

2

Lemma 3.7 There exists an ε0 > 0 such that inf P̂KM f̂ ≥ ε0 for all f̂ ∈ Êbmax.

Proof. Fix some 0 < c < 1/4, and set ε0 = εc according to Lemma 3.6. Suppose
P̂KMf(x) < ε0 for some f̂ ∈ Êbmax and x ∈ [0, 1]. From Lemma 3.6 we obtain f̂(y) ≤ c <
1/4 for all y ∈ T̂−KMx. Since T̂KM is covering, each interval ÎM

k contains one such point
y. Our choice of M implies that at least 2(2L + 1)(bmax + 2) of those intervals contain
a point z for which f̂(z) > c0 > 3/4. On each of the latter intervals, the variation of f̂
exceeds 1/2. Thus,

Var f̂ > 2(2L + 1)(bmax + 2)
1

2
= (2L + 1)(bmax + 2)

which contradicts (3.5). 2

Next, we will take a closer look at the holes. For technical reasons we will choose
an even higher iterate of the map, T̂ 2KM . Let x ∈ I. Since T̂KM is covering, we may
expect x to have plenty of pre-images under T 2KM (and not only under T̂ 2KM). However,
it may happen that too many of those preimages are “eaten up” by the holes, so that
not enough are left in T−2KMx. We need to prevent this from happening. Note that if
y ∈ T̂−nx∩H for some 1 ≤ n < 2KM , then T̂ n−2KMy∩T−2KMx = ∅, i.e. all the further
preimages of the point y are excluded from the set T−2KMx.

To ensure that sufficiently many preimages of each x ∈ I survive the removal of
the holes, we impose the condition that the holes are not only small, but in “generic”
position:

Genericity Conditions on the Holes. The collection of holes Hl, 1 ≤ l ≤ L, satisfies
the following assumptions:

(G1) T−1x 6= ∅ for each x ∈ I.

(G2) The images of the holes under the maps T̂ n, 1 ≤ n ≤ 2KM do not overlap.
In particular, we assume that the map T̂ 2KM is one-to-one on each hole Hl and
furthermore require that

T̂ i(Hp) ∩ T̂ j(Hq) 6= ∅
for 1 ≤ i, j ≤ 2KM if and only if i = j and p = q. Hence, for each x ∈ I the set

(
∪2KM

n=1 T̂−nx
)
∩H (3.6)

consists of at most one point.

12



Remark. The reason why we call these conditions generic is clear from the following
simple property: given L ≥ 1, if we choose L points yl ∈ I, 1 ≤ l ≤ L, randomly (with
respect to the Lebesgue measure on I), then with probability one each point yl has a
small neighborhood Hl, so that the above conditions hold. While this is quite obvious for
(G2), it may not be immediately true for (G1). However, if we require that #{T̂−1x} ≥ 2
for each x ∈ [0, 1], then (G1) will hold as well. By the covering property, we can always
fulfill the above requirement by replacing T̂ with its higher iterate, before making holes
in [0, 1]. We do not do that because our version of (G1) is the weakest one we need.

Lemma 3.8 Let x ∈ I. Then there exists a point y ∈ T−KMx such that y has a full set
of pre-images under TKM ; i.e. T−KMy = T̂−KMy.

Proof. If T−2KMx = T̂−2KMx, there is nothing to show. If not, the set (3.6) is not
empty, and according to (G2) it consists of a single point, call it z = T̂−ix∩H with some
i = 1, . . . , 2KM . If i ≤ KM , then any point y ∈ T−KMx has a full set of preimages
under TKM (and the set T−KMx is not empty according to (G1)). If i > KM , then
T−KMx = T̂−KMx, and we know that #{T̂−KMx} ≥ 2 by the covering property. Now
we have that T̂−i+KMy ∩H 6= ∅ for at most one point y ∈ T−KMx, so all the others will
have a full set of preimages. See an illustration to our argument in Fig. 2. 2

x

z

y

T x
-2KM-KM

T x
x y

z

T x
-2KM

i<KM i>KM

Figure 2: Pre-images of x under T . Dashed branches disappear into holes.

Lemma 3.9 There exists an ε1 > 0 such that P 2KM
1 f ≥ ε1 for all f ∈ Ebmax.

Proof. Let x ∈ I. By the previous lemma there exists y1 ∈ T−KMx such that y1 has a
full set of pre-images under TKM . Then,

(P 2KM
1 f)(x) = ‖P 2KMf‖−1

1

∑

y∈T−2KMx

f(y)

|(T 2KM)′(y)|

≥ ∑

y∈T̂−KMy1

f(y)

|(T̂KM)′(y1)| |(T̂KM)′(y)|
≥ S−KN0(P̂KMf)(y1)

≥ ε0S
−KM

13



where we used Lemma 3.7 at the last step. We set ε1 = ε0S
−KM and complete the proof.

2

Proposition 3.10 Assume that the holes satisfy the genericity conditions (G1) and
(G2). Then there exists a unique f ∈ Ebmax such that PN

1 f = f .

Proof. We only need to prove the uniqueness. Suppose PN
1 fixes two distinct densities f1

and f2 in Ebmax . Since M is a multiple of N , we have f1 = PKM
1 f1 6= PKM

1 f2 = f2. We
distinguish two cases:

1. The densities f1 and f2 have equal eigenvalues, hence ‖PKMf1‖1 = ‖PKMf2‖1.
For s ∈ IR set fs = sf1 + (1 − s)f2. Then for all s,

∫
I fs dm = 1, and as long as fs ≥ 0

we have PN
1 fs = fs, hence fs ∈ Ebmin

by Remark after Corollary 3.2. Let σ > 1 such
that infx fσ(x) = 0 for some x ∈ I. Since fσ = lims→σ fs, we have fσ ∈ Ebmin

. Therefore,
P 2KM

1 fσ ≥ ε1 by the previous lemma. But then fσ = P 2KM
1 fσ ≥ ε1, a contradiction.

2. The eigenvalues are not equal. For example, let ‖P 2KMf1‖1 > ‖P 2KMf2‖1. Since
f2 > ε1, there exists a β > 0 such that βf2 ≥ f1. Therefore, βP 2KMnf2 ≥ P 2KMnf1, and
so β‖P 2KMf2‖n

1 ≥ ‖P 2KMf1‖n
1 for all n ≥ 1, a contradiction. 2

Hence we proved the following:

Theorem 3.11 Suppose the holes satisfy the conditions h < h0(bmin, bmax) and (G1)-
(G2). Then there is a unique a.c.c.i.m. µ for the map T with a density f∗ ∈ Ebmin

. Its
eigenvalue is

λ∗ =
∫

I1
f∗(x) dx

Note that the measure µ is equivalent to the Lebesgue measure on I, in fact f∗ ≥
ε1 > 0.

4 The convergence property

Here we prove the following:

Theorem 4.1 For any f ∈ Ebmax the sequence {P n
1 f} converges to f∗, as n → ∞,

uniformly on I. Furthermore, there are constants C > 0 and θ ∈ (0, 1) such that

‖P n
1 f − f∗‖∞ ≤ C θn

for all f ∈ Ebmax.

Proof. By Lemma 3.9, it is enough to prove this fact for f ∈ E1
bmax

, where

E1
bmax

: = {f ∈ Ebmax : inf f ≥ ε1}
For f ∈ E1

bmax
and n ≥ 1 denote

λn(f) = ‖P nf‖1

Note that λn(f∗) = λn
∗ .
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Lemma 4.2 For all f ∈ E1
bmax

and n ≥ 1

0 < C−1
1 ≤ λn(f)/λn

∗ ≤ C1 < ∞

where C1 is a constant (independent of f and n).

Proof. Set C1 = (bmax + 2)/ε1. Then f ≤ C1f∗ and f∗ ≤ C1f , and the lemma follows by
the linearity of P . 2

Note that by the same argument

‖P nf‖∞ < C2 λn
∗ (4.1)

with C2 = C1 (bmax + 2).
Next we show that P1 is “uniformly Lipschitzean” on E1

bmax
in the L∞ metric. We

denote by χ the function on I identically equal to (1 − h)−1. Note that χ ∈ E1
bmax

, and
by the linearity of P we have

‖P nf − P ng‖∞ ≤ ‖f − g‖∞ · ‖P nχ‖∞ ≤ C2 ‖f − g‖∞ λn
∗ (4.2)

Also, note that

|λn(f)− λn(g)| ≤ ‖P nf − P ng‖1 ≤ C2 ‖f − g‖∞ λn
∗ (4.3)

Lemma 4.3 For all f, g ∈ E1
bmax

and n ≥ 1

‖P n
1 f − P n

1 g‖∞ ≤ C3 ‖f − g‖∞
where C3 > 0 is a constant (independent of f, g and n).

Proof. For brevity, we write ‖ · ‖ for ‖ · ‖∞. By using (4.2) and (4.3), we have

‖P n
1 f − P n

1 g‖ = ‖P nf/λn(f)− P ng/λn(g)‖
≤ ‖(P nf − P ng)/λn(f)‖

+‖(P ng)(λn(f)− λn(g))/(λn(f) · λn(g))‖
≤ C2 ‖f − g‖ (λn

∗/λn(f) + ‖P ng‖λn
∗/(λn(f) · λn(g)))

Now the result follows from Lemma 4.2 and (4.1). 2

By this lemma, it is enough to prove that

‖P nR
1 f − f∗‖∞ ≤ C θn (4.4)

for any fixed R ≥ 1 and all f ∈ E1
bmax

with some θ < 1 and C > 0. We do this next.
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Lemma 4.4 There are constants κ > 0 and θ1 < 1 such that for every f ∈ E1
bmax

(a) f − κf∗ > 0;
(b) Put fκ = (f − κf∗)/‖f − κf∗‖1, then PN

1 fκ ∈ Ebmax;
(c) f − κf∗ ≤ θ1f .

Proof. The property (a) holds for all κ < ε1/(bmax +2). For such κ, we have ‖f−κf∗‖1 =
1− κ, hence

Var fκ ≤ Var f + κ Var f∗
1− κ

≤ 1 + κ

1− κ
bmax

Now, by Proposition 2.1 and (3.1)-(3.4) we have

Var PN
1 fκ ≤

α 1+κ
1−κ

bmax + β

(1 + α)/2
< bmax

provided κ is small enough. The part (c) clearly holds with θ1 = 1− κε1/(bmax + 2). 2

We put R: = 2KM + N . By using Lemma 3.9 we obtain

Corollary 4.5 For every f ∈ E1
bmax

there is a decomposition PRf = f1 + f1∗ such that
(a) f1∗ = c1f∗ for some c1 > 0;
(b) f1 > 0 and f1/‖f1‖1 ∈ E1

bmax
;

(c) f1 ≤ θ1 PRf .

Applying the corollary to the function f1/‖f1‖1 and continuing in the same manner
n times yields

Proposition 4.6 For every n ≥ 1 and f ∈ E1
bmax

there is a decomposition P nRf =
fn + fn∗ such that
(a) fn∗ = cnf∗ for some cn > 0;
(b) fn > 0 and fn/‖fn‖1 ∈ E1

bmax
;

(c) fn ≤ θn
1 P nRf .

Note that ‖P nRf‖1 = λnR(f) = O(λnR
∗ ) by Lemma 4.2, hence in the decomposition

P nRf = fn + fn∗ we have
sup fn ≤ const · θn

1 inf fn∗

i.e. the first term fn is exponentially smaller than the second term fn∗.
This proves (4.4), and hence Theorem 4.1. 2

Proposition 4.7 For every f ∈ Ebmax there is a limit

Bf : = lim
n→∞λn(f)/λn

∗

Hence,

lim
n→∞

P nf

λn∗
= Bf f∗

16



Proof. Note that for any m < n we have λm+n(f) = λn(Pm
1 f) · λm(f), hence it is enough

to prove the proposition for f ∈ E1
bmax

. Using λn(f) = λ1(P
n−1
1 f) · λn−1(f) gives

ln λn(f)− ln λn
∗ =

n−1∑

i=0

(
ln λ1(P

i
1f)− ln λ∗

)

By Theorem 4.1 and (4.3) we obtain

∣∣∣ln λ1(P
i
1f)− ln λ∗

∣∣∣ ≤ const · θi

hence the series is convergent. 2

5 The invariant measure for T

Here we construct an invariant measure for the map T associated with the a.c.c.i.m. µ.
Note first that any T -invariant measure must be supported on the Cantor set

Λ = ∩n≥1I
n

so it is necessarily singular. A standard way of constructing an invariant measure asso-
ciated with µ is [CMS1] to consider the conditional measures µn: = µ|In for n ≥ 1, i.e.
the measures on In with densities

dµn

dm
(x) =

f∗(x)∫
In f∗(y) dy

=
f∗(x)

λn∗
for x ∈ In

Since µ is conditionally invariant, we have T∗µn = µn−1 for all n ≥ 1 (setting µ0 = µ).
We will prove that the sequence of the measures µn has a weak limit, µ̄, which is an
invariant measure for the map T .

Proposition 5.1 The sequence {µn} weakly converges to a probability measure µ̄.

Proof. Let J ⊂ [0, 1] be an interval (open or closed) and χJ its indicator function:
χJ(x) = 1 if x ∈ J and χJ(x) = 0 otherwise. Then

µn(J) = λ−n
∗

∫

In
f∗(x) χJ(x) dx =

µ(J)

λn∗
· λn

(
f∗ χJ

µ(J)

)

If J is large enough, the function f∗ χJ/µ(J) belongs in Ebmax , and Proposition 4.7 implies
that the sequence {µn(J)} has a limit. If J is small, then one can represent J = J1 \ J2

for some two large enough intervals J1 ⊃ J2, hence µn(J) = µn(J1)− µn(J2), and by the
previous claim the limit of {µn(J)} exists again. 2

Theorem 5.2 The measure µ̄ = limn µn is T -invariant.
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Proof. On could hope to obtain the theorem immediately from Proposition 5.1 and the
fact T∗µn = µn−1 by using the continuity of T∗. But the map T∗ is actually discontinuous
(because so is T ), hence some more work is needed. Note that the map T is only
discontinuous at finitely many points. Therefore, it is enough to show that the µ̄-measure
of those points is zero. We will show a little more: the measure µ̄ has no atoms.

Lemma 5.3 The measure µ̄ has no atoms.

Proof. Suppose, on the contrary, that µ̄ has atoms, and x0 is the “heaviest” one, i.e.
p0 = µ̄({x0}) = maxx µ̄({x}).

Next we use a standard argument in the study of expanding maps.

Sublemma 5.4 s < λ∗.

Proof. Note that by (3.1) we have sN < 1/3 and by (3.3)

λN
∗ = 1−

∫

I\IN
f∗(x) dx ≥ 1− 1− α

2
>

1

2

Hence sN < λN
∗ . 2

Now choose m ≥ 1 so that

2(bmax + 2)(s/λ∗)m < ε1/4 (5.1)

Note that the map Tm, just like T , has finitely many discontinuity points. We take a
tiny open interval J ⊂ I containing x0 such the map Tm has at most one discontinuity
point on J . Then TJ = J1 ∪ J2 where J1, J2 are two intervals (which may overlap).

For n ≥ 1 denote by µn|J the restriction of µn on J , and put νn = Tm
∗ (µn|J). Note

that
lim inf
n→∞ νn(J1 ∪ J2) = lim inf

n→∞ µn(J) ≥ p0 (5.2)

for any open interval J containing x0.
On the other hand, note that any point x ∈ J1 ∪ J2 has at most two preimages under

Tm on the interval J , call them y1 and y2, hence

dνn

dm
(x) =

f∗(y1)

λn∗ |(Tm)′(y1)| +
f∗(y2)

λn∗ |(Tm)′(y2)| ≤
2(bmax + 2)sm

λn∗

and by (5.1) we get
dνn

dm
(x) ≤ ε1

4λn−m∗
≤ f∗(x)

4λn−m∗
Therefore,

νn(J1 ∪ J2) ≤ 1

4
µn−m(J1 ∪ J2)
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If the interval J is small enough, then so are J1 and J2, and then obviously

lim sup
n→∞

µn−m(J1 ∪ J2) < 3p0

which contradicts (5.2). Theorem 5.2 is proved. 2

We conclude with some open questions. It would be interesting to study the properties
of the measure µ̄. We conjecture that it is ergodic, Bernoulli, and an equilibrium state
for the potential function − ln |T ′(x)|. Under the assumptions of Theorem 1.1, these
properties of µ̄ have been proved in [CMS1], along with a remarkable escape rate formula:

χ(µ̄) = hKS(µ̄) + γ

Here χ(µ̄) =
∫
Λ ln |T ′| dµ̄ is the Lyapunov exponent, hKS(µ̄) is the Kolmogorov-Sinai

entropy, and γ = − ln λ is the escape rate of the a.c.c.i.m. µ (recall that λ = µ(I1) is
its eigenvalue). The proofs in [CMS1, CMS2] were based on thermodynamic formalism
and the symbolic representation of the system by a finite Markov chain (which existed
because of the Markov property, see Theorem 1.1).

In our case, no finite Markov partition exists, hence one needs to develop a different
approach. One way to do that is approximate the holes H by slightly larger holes that
satisfy the Markov property, and then use the above results. This approach was employed
in [CMT1, CMT2] where Anosov diffeomorphisms with small open holes were studied.
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