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Abstract. We consider the two dimensional dissipative surface quasi-geostrophic equation on the unit square with mixed boundary conditions. Under some suitable assumptions on the initial stream function, we obtain existence and uniqueness of solutions in the form of a fast converging trigonometric series. We prove that the Fourier coefficients of solutions have a non-uniform decay: in one direction the decay is exponential and along the other direction it is only power like.

1. Introduction and the Formulation of the Main Results

In this paper we are concerned with the following Cauchy problem for the 2D dissipative surface quasi-geostrophic (SQG) equation
\[
\begin{cases}
\frac{\partial \theta}{\partial t} + u \cdot \nabla \theta = -\nu (-\Delta)^{\gamma/2} \theta, & (t, x, y) \in \mathbb{R}^+ \times \Omega; \\
\theta(0, x, y) = \theta_0(x, y), & (x, y) \in \Omega,
\end{cases}
\]
where \( \nu > 0, \gamma \in (0, 2] \) are fixed parameters. The parameter \( \nu \) is usually called the viscosity coefficient and it controls the strength of the dissipation term. The unknown function \( \theta = \theta(t, x) : \mathbb{R}^+ \times \Omega \to \mathbb{R} \) represents the potential temperature in geostrophic flows (see [5] and [26]). The vector-valued function \( u = u(t, x, y) : \Omega \times \mathbb{R}^+ \to \mathbb{R}^2 \) is called the velocity and it is expressed in terms of the stream function:
\[
u = (u_1, u_2) = \left(-\frac{\partial \psi}{\partial y}, \frac{\partial \psi}{\partial x}\right).
\]
The stream function \( \psi : \mathbb{R}^+ \times \Omega \to \mathbb{R} \) is then related to the so-called "potential temperature" \( \theta \) by the following nonlocal differentiation:
\[
(-\Delta)^{1/2} \psi = \theta.
\]
Here if the set \( \Omega \) is the whole of \( \mathbb{R}^2 \) or the torus, then the fractional Laplacian \((-\Delta)^{\alpha}\) for any \( \alpha \in \mathbb{R} \) is defined by the Fourier transform:
\[
(-\Delta)^{\alpha} \hat{f}(\xi) = |\xi|^{2\alpha} \hat{f}(\xi), \quad \xi \in \mathbb{R}^2,
\]
where \( \hat{f} \) is the Fourier transform (or Fourier coefficient in the periodic case) of \( f \).
In the physical space, the fractional Laplacian has an integral representation by a singular kernel of power law form. If the set \( \Omega \) is a bounded domain in \( \mathbb{R}^2 \), then one has to consider (1.1) with appropriate boundary conditions, e.g. one can fix the
value of the solution for the whole exterior. In this paper we shall take \( \Omega \) to be the square in the positive quadrant of the plane with side lengths equal to \( \pi \). We will impose mixed boundary conditions for the stream function \( \psi \) (see below). By using the special boundary conditions, we will express \( \psi, \theta \) and \( u \) in terms of convergent trigonometric series. The fractional Laplacian \((-\Delta)^{\alpha}\) can then be defined the same way as in (1.4).

For SQG the cases when the set \( \Omega = \mathbb{R}^2 \) or the torus have been widely studied in the literature. The case \( \nu = 0 \) is called inviscid SQG since no dissipation is present. When \( \nu > 0 \), the cases \( \gamma > 1, \gamma = 1 \) and \( \gamma < 1 \) are called subcritical, critical and supercritical respectively. The inviscid SQG is derived from general quasi-geostrophic equations in the special case of constant potential vorticity and buoyancy frequency (see [5] and [26]). It is an outstanding open problem whether smooth initial data would blow up in finite time. The dissipative SQG (i.e. \( \nu > 0 \)) has been studied intensively. In the subcritical case the global wellposedness result for initial data in certain Sobolev spaces is well-known (cf. [6], [2], [14], [16], [24], [25] and references therein). In the critical case the global wellposedness of SQG was recently settled by Kiselev, Nazarov and Volberg [17] with \( C^\infty \) periodic initial data and by Caffarelli, Vasseur [7] in the whole space case with \( L^2 \) initial data (see also the extension [13]). The problem of global regularity or finite-time blow-up for large initial data in the supercritical case is still open. However some partial results are available (cf. [8], [9]) and blowup can occur in a few related models in which \( u \) is not divergence free (cf. [1], [15], [20], [19], [4] and references therein).

The main purpose of this paper is study the SQG equation (1.1) on the two dimensional square with mixed boundary conditions. This is a generalization of our earlier works (see [10] [12] [11]) where we consider two dimensional Navier-stokes systems with special boundary conditions. The objective is to study the quantitative decay of Fourier coefficients of the solutions depending on the geometry of the underlying domain. As we shall see, in our case the Fourier coefficients will display a rather non-uniform behavior: in the horizontal direction they decay exponentially while in the vertical direction they decay only power-like. This is perhaps a bit surprising as opposed to the torus case where the Fourier coefficients decay uniformly exponentially in time. On the other hand one can attribute this non-uniform decay pattern to the fact that our solution tries to accommodate the mixed boundary conditions. We now formulate more precisely our boundary conditions.

**The mixed boundary conditions for the stream function.** Consider the 2D SQG inside the two dimensional square \( \Omega \) whose sides are equal to \( \pi \). On the vertical two sides, we assume the stream function \( \psi \) and the potential temperature \( \theta \) vanishes, i.e.

\[
\psi(t,0,y) = \psi(t,\pi,y) = 0, \quad \forall t \geq 0, \ 0 \leq y \leq \pi, \quad (1.5)
\]

\[
\theta(t,0,y) = \theta(t,\pi,y) = 0, \quad \forall t \geq 0, \ 0 \leq y \leq \pi. \quad (1.6)
\]

On the horizontal two sides, we assume a Neumann type boundary condition, i.e.

\[
\frac{\partial \psi}{\partial y}(t,x,0) = \frac{\partial \psi}{\partial y}(t,x,\pi) = 0, \quad \forall t \geq 0, \ 0 \leq x \leq \pi, \quad (1.7)
\]

\[
\frac{\partial \theta}{\partial y}(t,x,0) = \frac{\partial \theta}{\partial y}(t,x,\pi) = 0, \quad \forall t \geq 0, \ 0 \leq x \leq \pi, \quad (1.8)
\]
The Cauchy problem (1.1), (1.2), (1.3) together with the boundary conditions (1.5)–(1.8) then form a complete system for which we shall construct our solutions. Remark that the boundary conditions (1.5), (1.7) in general do not preserve the $L^2_x$ norm of $\theta$, i.e. the quantity
$$\int_0^\pi \int_0^\pi \theta(t, x, y)^2 dx dy$$
may grow in time. This is in sharp contrast to the usual case when $\Omega = \mathbb{R}^2$ or the torus, where one can prove that the $L^2_x$ norm (more generally $L^p_x$ norm, see [3]) of $\theta$ does not increase in time. As will become clear soon, the absence of $L^2_x$ conservation is an obstruction to global wellposedness even when the dissipation is subcritical (i.e. $1 < \gamma \leq 2$).

We shall consider solutions of SQG with finite $L^2_x$ norm. Therefore by (1.5)–(1.7) the stream function $\psi$ can be expanded into Fourier series:
$$\psi(t, x, y) = \sum_{m \geq 1, n \geq 0} h(t, m, n) \sin mx \cos ny. \quad (1.9)$$
We assume that this series and all series below like (1.9) converge fast enough so that formal operations like differentiations are possible. The formal operation can be easily justified once we prove the decay of the corresponding Fourier coefficients. By (1.3) and (1.4), we obtain
$$\theta(t, x, y) = \sum_{m \geq 1, n \geq 0} (m^2 + n^2)^{\frac{\gamma}{2}} \cdot h(t, m, n) \cdot \sin mx \cos ny. \quad (1.10)$$
Therefore
$$\frac{\partial \theta}{\partial x}(t, x, y) = \sum_{m \geq 1, n \geq 0} (m^2 + n^2)^{\frac{\gamma}{2}} \cdot m \cdot h(t, m, n) \cdot \cos mx \cos ny, \quad (1.11)$$
$$\frac{\partial \theta}{\partial y}(t, x, y) = \sum_{m \geq 1, n \geq 0} (m^2 + n^2)^{\frac{\gamma}{2}} \cdot (-n) \cdot \sin mx \sin ny. \quad (1.12)$$
For the expansion for the velocities, we use (1.2) to obtain
$$u_1(t, x, y) = \sum_{m \geq 1, n \geq 0} n \cdot h(t, m, n) \cdot \sin mx \sin ny, \quad (1.13)$$
$$u_2(t, x, y) = \sum_{m \geq 1, n \geq 0} m \cdot h(t, m, n) \cdot \cos mx \cos ny. \quad (1.14)$$
Note that in the expansion for $\frac{\partial \theta}{\partial y}$ and $u_1$ the effective summation actually only extends over $n \geq 1$ since the term $n = 0$ vanishes. We shall make use of the expansions (1.9)–(1.14) to derive an ODE system for the Fourier coefficients $h(t, m, n)$, $m \geq 1$, $n \geq 0$.

**System of ODE for $h(t, m, n)$**. By (1.10) and (1.4), we get
$$\left(\frac{\partial \theta}{\partial t} + \nu(-\Delta)^{\gamma/2} \theta\right)(t, x, y) = \sum_{m \geq 1, n \geq 0} \left( (m^2 + n^2)^{\frac{\gamma}{2}} \cdot h(t, m, n) + \nu \cdot (m^2 + n^2)^{\frac{\gamma+1}{2}} \cdot h(t, m, n) \right) \sin mx \cos ny. \quad (1.15)$$
Here $\dot{h}$ denotes time differentiation.

By using (1.11) and (1.13), we have

$$
\left( u_1 \cdot \frac{\partial \theta}{\partial x} \right)(t, x, y) = \left( \sum_{m' \geq 1, n' \geq 0} n' \cdot h(t, m', n') \cdot \sin m' x \sin n' y \right) \cdot \left( \sum_{m'' \geq 1, n'' \geq 0} \left( (m'')^2 + (n'')^2 \right)^{\frac{1}{2}} \cdot m'' \cdot h(t, m'', n'') \cdot \cos m'' x \cos n'' y \right)
$$

$$= \frac{1}{4} \sum_{m' \geq 1, m'' \geq 1, n' \geq 0, n'' \geq 0} m' \cdot \left( (m'')^2 + (n'')^2 \right)^{\frac{1}{2}} \cdot (-n'') \cdot h(t, m', n') \cdot h(t, m'', n'')
$$

$$\cdot \left( \sin(m' + m'')x + \sin(m' - m'')x \right) \cdot \left( \sin(n' + n'')y + \sin(n' - n'')y \right),
$$

(1.16)

where we have used the trigonometric formula

$$\sin \alpha \cos \beta = \frac{1}{2} \sin(\alpha + \beta) + \frac{1}{2} \sin(\alpha - \beta).$$

Similarly by using (1.12) and (1.14) we compute

$$\left( u_2 \cdot \frac{\partial \theta}{\partial y} \right)(t, x, y) = \frac{1}{4} \sum_{m' \geq 1, m'' \geq 1, n' \geq 0, n'' \geq 0} m' \cdot \left( (m'')^2 + (n'')^2 \right)^{\frac{1}{2}} \cdot (-n'') \cdot h(t, m', n') \cdot h(t, m'', n'')
$$

$$\cdot \left( \sin(m' + m'')y - \sin(m' - m'')y \right) \cdot \left( \sin(n' + n'')x - \sin(n' - n'')x \right),
$$

(1.17)

Adding together (1.16), (1.17) and grouping the sums, we obtain

$$u_1 \cdot \frac{\partial \theta}{\partial x} + u_2 \cdot \frac{\partial \theta}{\partial y} = \sum_{m \geq 1, n \geq 1} \sin mx \sin ny \cdot \left( \frac{1}{4} \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0, m' \pm m'' = \pm m, n' \pm n'' = \pm n} h(t, m', n')h(t, m'', n'') \cdot ((m'')^2 + (n'')^2)^{\frac{1}{2}} \cdot \left( m'' n' \cdot (-1)^{\nu_1(m', m'', m) + \nu_1(n', m'', m)} - m' n'' \cdot (-1)^{\nu_2(m', m'', m) + \nu_2(n', m'', m)} \right) \right).
$$

(1.18)
Here \( \nu_1, \nu_2 \) are integer functions defined as

\[
\nu_1(m', m'', m) = \begin{cases} 1, & \text{if } m' - m'' = -m, \\ 0, & \text{otherwise}. \end{cases}
\]

\[
\nu_2(m', m'', m) = \begin{cases} 1, & \text{if } m' - m'' = m, \\ 0, & \text{otherwise}. \end{cases}
\]

The formulae (1.15), (1.18) are not enough for giving the equations for \( h(t, m, n) \) and an additional step is needed. We remark that the sequence \( \{\cos nx, \ n \geq 0\} \) is an orthogonal basis in the Hilbert space \( L^2([0, \pi], dx) \). Therefore we can write

\[
\sin nx = \sum_{\tilde{n} \geq 0} \Gamma(n, \tilde{n}) \cos \tilde{n}x,
\]

where

\[
\Gamma(n, \tilde{n}) = \begin{cases} \frac{4n}{n^2 - \pi^2}, & \text{if } n - \tilde{n} \text{ is odd}, \ n \geq 1, \ \tilde{n} \geq 1, \\ \frac{2}{n\pi}, & \text{if } n \geq 1, \ \tilde{n} = 0 \text{ and } n \text{ is odd}, \\ 0, & \text{otherwise}. \end{cases}
\]

Consider again the formula (1.18). In the product \( \sin mx \cdot \sin ny \) we replace the second factor by the series (1.19) and this gives us a series w.r.t. \( \sin mx \cdot \cos ny \),

\[
u_1 \cdot \frac{\partial \theta}{\partial x} + \nu_2 \cdot \frac{\partial \theta}{\partial y}
\]

\[
= \sum_{m \geq 1, \tilde{n} \geq 0} \sin m x \cos \tilde{n}y \sum_{n \geq 1} \Gamma(n, \tilde{n}) \left( \frac{1}{4} \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0} \sum_{m' \pm m'' = n \atop n' \pm n'' = n} h(t, m', n') h(t, m'', n'')
\]

\[
\cdot \left( (m'')^2 + (n'')^2 \right)^{\frac{1}{2}} \cdot \left( m'n' \cdot (-1)^{\nu_1(m', m'', m) + \nu_1(n', n'', n)}
\]

\[
- m'n'' \cdot (-1)^{\nu_2(m', m'', m) + \nu_2(n', n'', n)} \right) \right)
\]

\[
= \sum_{m \geq 1, n \geq 0} \sin m x \cos ny \sum_{k \geq 1} \Gamma(k, n) \left( \frac{1}{4} \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0} \sum_{m' \pm m'' = n \atop n' \pm n'' = k} h(t, m', n') h(t, m'', n'')
\]

\[
\cdot \left( (m'')^2 + (n'')^2 \right)^{\frac{1}{2}} \cdot \left( m'n' \cdot (-1)^{\nu_1(m', m'', m) + \nu_1(n', n'', k)}
\]

\[
- m'n'' \cdot (-1)^{\nu_2(m', m'', m) + \nu_2(n', n'', k)} \right) \right).
\]

The equality between the coefficients of the series of this new expression and (1.15) will give us the needed system of equations for \( h(t, m, n) \). Collecting the formulae (1.1), (1.15), (1.21), we obtain

\[
\hat{h}(t, m, n) + \frac{1}{(m^2 + n^2)^{\frac{1}{2}}} N(t, m, n)
\]

\[
= -\nu \cdot (m^2 + n^2)^{\frac{1}{2}} h(t, m, n), \quad \forall \ m \geq 1, \ n \geq 0,
\]

\[
(1.22)
\]
Let The inequality (1.26) shows that the smoothing effect of the fractional Laplacian is non-uniform: in the horizontal direction the solution is infinitely smooth while in the vertical direction it has finite number of derivatives on the boundary. By Theorem 1.1 and especially the decay estimate (1.25), (1.26), we obtain a classical solution to (1.1) satisfying aforementioned boundary conditions up to the boundary and therefore the boundary conditions (1.5), (1.7) hold in the usual sense.

**Theorem 1.1 (Wellposedness and mixed decay).** Let \( \nu > 0 \) and \( 1 < \gamma \leq 2 \). Let \( h(0, m, n) \) satisfy the inequalities

\[
|h(0, m, n)| \leq \frac{D_0}{m^{\alpha(n+1)^3}} \cdot \frac{1}{(m^2 + n^2)^{\frac{3}{2}}} \quad \forall m \geq 1, n \geq 0, \tag{1.24}
\]

and \( \alpha > 2, 2 < \beta < 3, D_0 > 0 \). Then there exists a time \( T = T(D_0, \alpha, \beta, \nu, \gamma) > 0 \), a constant \( D_1 = D_1(D_0, \alpha, \beta, \nu, \gamma) > 0 \), such that (1.23) has a unique solution \( h(t, m, n) \) which satisfies for all \( 0 \leq t < T \) the inequalities

\[
|h(t, m, n)| \leq \frac{D_1}{m^{\alpha(n+1)^3}} \cdot e^{-\frac{\nu}{2} t} \cdot \frac{1}{(m^2 + n^2)^{\frac{3}{2}}} \quad \forall m \geq 1, n \geq 0. \tag{1.25}
\]

In fact \( h(t, m, n) \) satisfies an even stronger inequality. For any \( 0 < t_0 < T \), there exists a constant \( D_2 = D_2(D_0, \alpha, \beta, \nu, \gamma, t_0) > 0 \) such that for any \( t_0 \leq t < T \), we have

\[
|h(t, m, n)| \leq \frac{D_2}{n^{\alpha(n+1)^3+\gamma}} e^{-\frac{\nu}{2} t} \quad \forall m \geq 1, n \geq 0. \tag{1.26}
\]

Finally if \( D_0 \) is sufficiently small, then the corresponding solution is global and the estimates (1.25), (1.26) hold for \( T = +\infty \).

**Remark 1.2.** The inequality (1.26) shows that the smoothing effect of the fractional Laplacian is non-uniform: in the horizontal direction the solution is infinitely smooth while in the vertical direction it has finite number of derivatives on the boundary. By Theorem 1.1 and especially the decay estimate (1.25), (1.26), we obtain a classical solution to (1.1) satisfying aforementioned boundary conditions (1.5) (1.7). In particular it is not difficult to check that \( \theta \) has strong derivatives up to the boundary and therefore the boundary conditions (1.5), (1.7) hold in the usual sense.

2. Numerical simulations

To verify and illustrate the conclusions of Theorem 1.1, we have computed the Fourier modes \( h(t, m, n) \) and \( f(t, m) \) in a numerical experiment where the initial values were set to

\[
h(0, m, n) = \frac{D_0}{m^{\alpha(n+1)^3}} \cdot \frac{1}{(m^2 + n^2)^{\frac{3}{2}}} \quad \forall m \geq 1, n \geq 0 \tag{2.1}
\]
with \( \alpha = 2.5 \) and \( \beta = 2.5 \) and some \( D_0 > 0 \), so that the assumptions (1.24) are valid. We set \( \nu = 1 \) and \( \gamma = 1.5 \).

In our numerical solution of the ODE system (1.22) we restricted the indices \( m, n \) to a finite interval \( 1 \leq m \leq K, \ 0 \leq n \leq K \) (which is a Galerkin approximation to the infinite system (1.22)). Then we solved the resulting finite-dimensional system numerically by the classical Runge-Kutta method. To test the accuracy we have changed the Galerkin size parameter \( K \) and the time step \( \Delta t \) in the Runge-Kutta scheme several times to make sure that our results remained stable.

After computing the Fourier modes \( h(t, m, n) \) we estimated their decay rates in \( m \) and \( n \) by approximating their logarithms

\[
\tilde{h}(t, m, n) = \log |h(t, m, n)|
\]

by two linear functions:

\[
\tilde{h}(t, m, n) = a_1 - b_1 n \quad \text{(when } m \text{ is kept fixed)}
\]

\[
\tilde{h}(t, m, n) = a_2 - b_2 m \quad \text{(when } n \text{ is kept fixed)}
\]

The slopes \( b_1 \) and \( b_2 \) represent the powers of the decay rates of \( h(t, m, n) \) in \( n \) and \( m \), respectively. Since the value of \( b_1 \) depends on \( m \) and the value of \( b_2 \) depends on \( n \), we averaged the values of \( b_1 \) over \( m = 1, 2, 3 \) and averaged the values of \( b_2 \) over \( n = 0, 1, 2 \).

Table 1 shows how the computed values of \( b_1 \) and \( b_2 \) change in time. We see that the decay rates in \( m \) (given by \( b_2 \)) increase steadily (in the case \( D_0 = 1 \) it appears that \( b_2 \) grows linearly in \( t \), while in the case \( D_0 = 10 \) the growth is less regular), indicating that the true decay becomes faster than any power function, which is consistent with the exponential bound (1.25). On the other hand, the decay rate in \( n \) (the value of \( b_1 \)), after a short initial growth, stabilizes and in fact starts decreasing. Interestingly, for \( D_0 = 1 \) the value of \( b_1 \) stabilizes near \( 3 + \gamma = 4.5 \), which agrees with the stronger bound (1.26).

Our results support the conclusions and conjectures stated in Theorem 1.1: the decay of the Fourier modes in \( m \) is indeed much faster than the decay in \( n \). Actually, the former is faster than any power function, while the latter remains power-like.
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3. Proof of Theorem 1.1

In this section we give the proof of Theorem 1.1. Let \( h(0, m, n) \) satisfy (1.24). The system (1.22) in the integral form can be written as

\[
h(t, m, n) = e^{-\nu(m^2+n^2)^{\frac{\gamma}{2}}} h(0, m, n) \\
- \int_0^t \frac{1}{(m^2 + n^2)^{\frac{\gamma}{2}}} e^{-\nu(m^2+n^2)^{\frac{\gamma}{2}}} s N(t-s, m, n) ds, \quad \forall m \geq 1, n \geq 0.
\]

(3.1)

Note here the terms \( N(t, m, n), m \geq 1, n \geq 0 \) are nonlinear functionals of \( h(t, m, n), m \geq 1, n \geq 0 \). We then seek a solution of (3.1) by iterations. Define the iterates

\[
h^{(1)}(t, m, n) = e^{-\nu(m^2+n^2)^{\frac{\gamma}{2}}} h(0, m, n), \quad \forall m \geq 1, n \geq 0,
\]

(3.2)

and for \( j \geq 2 \)

\[
h^{(j)}(t, m, n) = h^{(1)}(t, m, n) \\
- \int_0^t \frac{1}{(m^2 + n^2)^{\frac{\gamma}{2}}} e^{-\nu(m^2+n^2)^{\frac{\gamma}{2}}} s N^{(j-1)}(t-s, m, n) ds, \quad \forall m \geq 1, n \geq 0.
\]

(3.3)

Here for \( m \geq 1, n \geq 0 \),

\[
N^{(j-1)}(t, m, n) = \sum_{k \geq 1} \Gamma(k, n) \sum_{m' \geq 1, n' \geq 0, m'' \geq 0, n'' \geq 0 \atop m' \pm m'' = \pm m, n' \pm n'' = \pm k} h^{(j-1)}(t, m', n') h^{(j-1)}(t, m'', n'') \\
\cdot ((m'')^2 + (n'')^2)^{\frac{\gamma}{2}} \cdot (m'' n' \cdot (-1)^{\nu_1(m', m'', m) + \nu_1(n', n'', k)} \\
- m' n'' \cdot (-1)^{\nu_2(m', m'', m) + \nu_2(n', n'', k)}).
\]

(3.4)

We begin with the following two lemmas which were proved in [12].

Lemma 3.1. Let 0 < \( \tilde{\alpha} < \infty \), \( n \geq 0 \). There exists a constant \( C_1 > 0 \) depending only on \( \tilde{\alpha} \), such that

\[
\sum_{k \neq n \atop k \geq 1} |\Gamma(k, n)| \cdot \frac{1}{k^{\tilde{\alpha}}} \leq \begin{cases} C_1, & \text{if } 0 \leq n \leq 4 \\ \frac{\log n}{n^{\tilde{\alpha}}}, & \text{if } 0 < \tilde{\alpha} \leq 2, n \geq 5 \\ \frac{1}{n^{\tilde{\alpha}}}, & \text{if } \tilde{\alpha} > 2, n \geq 5. \end{cases}
\]

(3.5)

Here \( \Gamma(k, n) \) is defined in (1.20).

Proof. See [12].
Lemma 3.2. Let $\alpha_1 > 1$, $\alpha_2 > 1$. Let $k \geq 1$ be an integer. There is a constant $C_2 > 0$ depending only on $(\alpha_1, \alpha_2)$ such that
\[ \sum_{k_1 \geq 1, k_2 \geq 1, |k_1 \pm k_2| = k} \frac{1}{k_1^{\alpha_1}} \cdot \frac{1}{k_2^{\alpha_2}} \leq C_2 \cdot \frac{1}{k^{\alpha_3}}, \tag{3.6} \]
where $\alpha_3 = \min\{\alpha_1, \alpha_2\}$.

Proof. See [12].

Lemma 3.3. Let $\alpha > 2$, $\beta > 2$. Let $m \geq 1$, $k \geq 1$ be integers. There exists a constant $C_3 > 0$ depending only on $(\alpha, \beta)$ such that
\[ \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0 \atop |m' \pm m''| = m \atop |n' \pm n''| = k} \frac{1}{(m')^{\alpha}(n'+1)^{\beta}} \cdot \frac{1}{(m'')^{\alpha}(n''+1)^{\beta}} \cdot \frac{m''n''}{((m')^2 + (n')^2)^{\frac{\beta}{2}}} \leq C_2 \cdot \frac{1}{m^\alpha k^{\beta-1}}, \tag{3.7} \]
\[ \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0 \atop |m' \pm m''| = m \atop |n' \pm n''| = k} \frac{1}{(m')^{\alpha}(n'+1)^{\beta}} \cdot \frac{1}{(m'')^{\alpha}(n''+1)^{\beta}} \cdot \frac{m''n'}{((m')^2 + (n')^2)^{\frac{\beta}{2}}} \leq C_2 \cdot \frac{1}{m^{\alpha-1}k^{\beta}}. \tag{3.8} \]

Proof of Lemma 3.3. We first deal with (3.7). By Lemma 3.2,
\[ \text{[LHS of (3.7)]} \]
\[ \leq \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0 \atop |m' \pm m''| = m \atop |n' \pm n''| = k} \frac{1}{(m')^{\alpha-1}(n'+1)^{\beta}} \cdot \frac{1}{(m'')^{\alpha}(n''+1)^{\beta-1}} \cdot \frac{1}{((m')^2 + (n')^2)^{\frac{\beta}{2}}} \]
\[ \leq \sum_{m', m'' \geq 1 \atop |m' \pm m''| = m} \frac{1}{(m')^{\alpha}(m'')^{\alpha}} \cdot \sum_{n', n'' \geq 0 \atop |n' \pm n''| = k} \frac{1}{(n'+1)^{\beta}(n''+1)^{\beta-1}} \]
\[ \leq C_2 \cdot \frac{1}{m^\alpha k^{\beta-1}}. \]

Similarly
\[ \text{[LHS of (3.8)]} \]
\[ \leq \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0 \atop |m' \pm m''| = m \atop |n' \pm n''| = k} \frac{1}{(m')^{\alpha}(n'+1)^{\beta}} \cdot \frac{1}{(m'')^{\alpha-1}(n''+1)^{\beta}} \cdot \frac{1}{((m')^2 + (n')^2)^{\frac{\beta}{2}}} \]
\[ \leq \sum_{m', m'' \geq 1 \atop |m' \pm m''| = m} \frac{1}{(m')^{\alpha}(m'')^{\alpha-1}} \cdot \sum_{n', n'' \geq 0 \atop |n' \pm n''| = k} \frac{1}{(n'+1)^{\beta}(n''+1)^{\beta}} \]
\[ \leq C_2 \cdot \frac{1}{m^{\alpha-1}k^\beta}. \]
Now for any $\alpha > 2, \beta > 2, T > 0$, we introduce the Banach space $X_{\alpha, \beta, T}$ consisting of continuous functions $\tilde{h}(t) = (\tilde{h}(t, m,n))_{m \geq 1, n \geq 0}$, endowed with the norm

$$\|\tilde{h}\|_{X_{\alpha, \beta, T}} := \sup_{0 \leq t \leq T} \sup_{m \geq 1, n \geq 0} |\tilde{h}(t, m,n)| \cdot (m^2 + n^2)^{\frac{1}{2}} \cdot m^\alpha (n+1)^\beta \cdot e^{\frac{1}{2} m \nu t},$$

We will prove Theorem 1.1 by a contraction argument in the space $X_{\alpha, \beta, T}$ for some sufficiently small $T > 0$.

**Proof of Theorem 1.1.** Let $\nu > 0$, $1 < \gamma \leq 2$. Define the iterations according to (3.2), (3.3). We first show that if $T$ is sufficiently small depending on $(D_0, \alpha, \beta, \nu, \gamma)$, then

$$\|h^{(j)}\|_{X_{\alpha, \beta, T}} \leq 2D_0, \quad \forall j \geq 1. \quad (3.9)$$

By (1.24) and (3.2), we have

$$\|h^{(1)}\|_{X_{\alpha, \beta, T}} \leq \sup_{m \geq 1, n \geq 0} \sup_{0 \leq t \leq T} D_0 \cdot e^{-\left((m^2 + n^2)^{\frac{3}{2}} - \frac{1}{2}\right) \nu t} \leq D_0,$$

where the last inequality follows from the fact that $m \geq 1, n \geq 0$ and $1 < \gamma \leq 2$. Assume (3.9) holds for $1 \leq j < j_0, j_0 \geq 2$. Then for $j = j_0, n \geq 0$, we have

$$|\mathcal{N}^{(j_0-1)}(t, m, n)| \leq \sum_{k \geq 1} |\Gamma(k, n)| \sum_{m' \geq 1, n' \geq 0} |h^{(j_0-1)}(t, m', n')| \cdot |h^{(j_0-1)}(t, m'', n'')| \cdot ((m'')^2 + (n'')^2)^{\frac{1}{2}} \cdot (m'n' + m'n'')$$

$$\leq D_0 \sum_{k \geq 1} |\Gamma(k, n)| \sum_{m' \geq 1, n' \geq 0, m'' \geq 1, n'' \geq 0} e^{-\frac{1}{2} (m'+m'') \nu t} \cdot \frac{1}{((m')^2 + (n')^2)^{\frac{1}{2}}} \cdot \frac{1}{(m'')^\alpha (n'' + 1)^\beta} \cdot \frac{m'n' + m'n''}{(m'')^\alpha (n'' + 1)^\beta}. \quad (3.10)$$

Now remark that if $|m' \pm m''| = m$, then $m' + m'' \geq m$. Therefore by Lemma 3.3, Lemma 3.2, Lemma 3.1, we have

$$|\text{RHS of (3.10)}| \leq D_0 \cdot e^{-\frac{1}{2} m \nu t} \cdot \sum_{k \geq 1} |\Gamma(k, n)| \cdot C_3 \cdot \left(\frac{1}{m^\alpha k^\beta} + \frac{1}{m^\alpha k^{\beta-1}}\right)$$

$$\leq C_4 \cdot e^{-\frac{1}{2} m \nu t} \cdot \left(\frac{1}{m^\alpha (n+1)^\beta} + \frac{\log(n+5)}{m^\alpha (n+1)^{\beta-1}}\right),$$
where \( C_3, C_4 \) are constants depending only on \((D_0, \alpha, \beta)\). Substituting this estimate into (3.3), we get

\[
|h^{(j_0)}(t, m, n)| \leq e^{-\nu(m^2+n^2)^{2\gamma}} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot \frac{D_0}{m^\alpha(n+1)^\beta} + \frac{1}{(m^2+n^2)^{2\gamma}} \cdot C_4 \cdot \int_0^t e^{-(m^2+n^2)^{2\gamma} \nu s} \cdot e^{-\frac{1}{2} \nu m(t-s)} \, ds
\]

\[
\cdot \left( \frac{1}{m^{\alpha-1}(n+1)^\beta + \log(n+5)} \frac{D_0}{m^\alpha(n+1)^\beta} \right)
\]

\[
\leq e^{-\nu(m^2+n^2)^{2\gamma}} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot \frac{D_0}{m^\alpha(n+1)^\beta} + \frac{1}{(m^2+n^2)^{2\gamma}} \cdot C_4 \cdot e^{- \frac{1}{2} \nu m t} \int_0^t e^{-\nu((m^2+n^2)^{2\gamma} - \frac{1}{2} m)s} \, ds
\]

\[
\cdot \left( \frac{1}{m^{\alpha-1}(n+1)^\beta + \log(n+5)} \frac{D_0}{m^\alpha(n+1)^\beta-1} \right). \tag{3.11}
\]

Now since \( m \geq 1, n \geq 0, 1 < \gamma \leq 2 \), we have

\[
\frac{1}{2} (m^2 + n^2)^{2\gamma} \geq \frac{1}{2} m,
\]

and therefore

\[
\int_0^t e^{-\nu((m^2+n^2)^{2\gamma} - \frac{1}{2} m)s} \, ds \leq \int_0^t e^{-\frac{1}{2} (m^2+n^2)^{2\gamma} t} \, ds
\]

\[
\leq \frac{2}{\nu} \cdot \frac{1 - e^{-\frac{1}{2} (m^2+n^2)^{2\gamma} t}}{(m^2+n^2)^{2\gamma}}.
\]

Plugging this estimate into the RHS of (3.11), we obtain

\[
|RHS \ of \ (3.11)| \leq e^{-\nu(m^2+n^2)^{2\gamma} t} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot \frac{D_0}{m^\alpha(n+1)^\beta} + e^{-\frac{1}{2} \nu m t} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot C_4
\]

\[
\cdot \frac{2}{\nu} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot \frac{1 - e^{-\frac{1}{2} (m^2+n^2)^{2\gamma} t}}{(m^2+n^2)^{2\gamma} \cdot \frac{1}{2} t} \cdot \left( \frac{\nu}{2} \right)^{-1}
\]

\[
\cdot t^\frac{\gamma-1}{\gamma} \cdot \left( \frac{1}{m^{\alpha-1}(n+1)^\beta + \log(n+5)} \frac{D_0}{m^\alpha(n+1)^\beta-1} \right). \tag{3.12}
\]

Now remark that since \( 1 < \gamma \leq 2 \),

\[
\sup_{x>0} \frac{1 - e^{-x}}{x^\frac{\gamma-1}{\gamma}} \leq C_5 < \infty,
\]

where \( C_5 \) is a constant depending only on \( \gamma \). Also it is clear that

\[
\left( \frac{\nu}{2} \right)^{-\frac{1}{\gamma}} \cdot \frac{1}{(m^2+n^2)^{2\gamma}} \cdot \left( \frac{1}{m^{\alpha-1}(n+1)^\beta + \log(n+5)} \frac{D_0}{m^\alpha(n+1)^\beta-1} \right)
\]

\[
\leq C_6 \cdot \frac{1}{m^\alpha} \cdot \frac{1}{(n+1)^\beta},
\]
where \( C_6 \) is another constant depending only on \((D_0, \alpha, \beta, \gamma, \nu)\). Substituting the above two estimates into the RHS of (3.12), we obtain
\[
|h^{(j_0)}(t, m, n)| \leq e^{-\frac{1}{2} \nu m t} \cdot \frac{1}{(m^2 + n^2)^\frac{1}{2}} \cdot \frac{1}{m^\alpha(n+1)^\beta} \cdot (D_0 + t^{\frac{2\alpha - 1}{2}} \cdot C_4 \cdot C_5 \cdot C_6).
\]

Let \( T \leq \left( \frac{D_0}{C_4 \cdot C_5 \cdot C_6} \right)^{\frac{1}{\gamma}} \). Then for \( 0 < t < T \) we get
\[
|h^{(j_0)}(t, m, n)| \leq e^{-\frac{1}{2} \nu m t} \cdot \frac{1}{(m^2 + n^2)^\frac{1}{2}} \cdot \frac{1}{m^\alpha(n+1)^\beta} \cdot 2D_0, \quad (3.13)
\]
which implies that (3.9) holds for \( j = j_0 \). This finishes the induction step and (3.9) is proved for all \( j \geq 1 \). By essentially repeating the above estimates, we also obtain strong contraction of the sequence \( h^{(j)}(t) \). Namely there exists \( T_0 = T_0(D_0, \alpha, \beta, \nu, \gamma) > 0 \) and a constant \( 0 < \theta < 1 \), such that if \( T \leq T_0 \) then
\[
\left\| h^{(j+1)} - h^{(j)} \right\|_{X_{\alpha, \beta, T}} \leq \theta \cdot \left\| h^{(j)} - h^{(j-1)} \right\|_{X_{\alpha, \beta, T}}, \quad \forall j \geq 2.
\]
This shows that \((h^{(j)}(t))\) is Cauchy in \( X_{\alpha, \beta, T} \) and hence we have shown the existence and uniqueness of a solution to (3.1) in \( X_{\alpha, \beta, T} \). Consequently (1.25) holds with \( D_1 = 2D_0 \). We still have to show (1.26). We shall establish this by a bootstrap argument. Without loss of generality assume \( t_0 < \frac{T}{100} \). Denote \( \hat{h}(t) = h(t + \frac{t_0}{2}) \).

Then \( \hat{h}(t) \) solves (3.1) with \( \hat{h}(\frac{t_0}{2}) \) as initial data. For \( 0 \leq t < T - \frac{t_0}{2} \), by (1.25), we get
\[
|h(t, m, n)| = |h(t + \frac{t_0}{2}, m, n)|
\leq \frac{D_1}{m^\alpha(n+1)^\beta} \cdot e^{-\frac{1}{2} \nu m t} \cdot e^{-\frac{1}{2} m \nu t_0} \cdot \frac{1}{(m^2 + n^2)^\frac{1}{2}}
\leq D_1 \cdot e^{-\frac{1}{2} m \nu t} \cdot \frac{1}{(n+1)^\beta+1} \cdot \frac{e^{-\frac{1}{2} m \nu t_0}}{m^\alpha}.
\]

Since \( m \geq 1 \) and \( t_0 > 0 \), we have
\[
D_1 \cdot \sup_{m \geq 1} \frac{e^{-\frac{1}{2} m \nu t_0}}{m^\alpha} \cdot m^{10} \leq D_3 < \infty,
\]
where \( D_3 \) is a constant depending only on \((D_0, \alpha, \beta, \nu, t_0)\). Therefore we obtain
\[
|h(t, m, n)| \leq D_3 \cdot e^{-\frac{1}{2} m \nu t} \cdot e^{-\frac{1}{2} m \nu t_0} \cdot \frac{1}{(n+1)^\beta+1 m^{10}}, \quad \forall m \geq 1, n \geq 0. \quad (3.14)
\]

Denote \( \hat{N}(t) \) as the expression in (1.23) with \( h(t) \) now replaced by \( \hat{h}(t) \). Then by Lemma 3.2, Lemma 3.3, Lemma 3.1 and (3.14), we have for any \( 0 \leq s < T - \frac{t_0}{2} \),
\[
|\hat{N}(s, m, n)| \leq e^{-\frac{1}{2} m \nu s - \frac{1}{2} m \nu t_0} \cdot D_4 \cdot \frac{\log(n+5)}{(n+1)^{\beta-1}},
\]
where \( D_4 \) is another constant depending only on \((D_0, \alpha, \beta, \nu, \gamma, t_0)\). Plugging this estimate into the RHS of (3.1) and using again (3.14) for \( \hat{h}(0, m, n) \), we obtain for
where $D_5$ depends only on $(D_0, \alpha, \beta, \nu, \gamma, t_0)$. Compare this bound with (3.14), we have a better estimate of $\hat{h}(t, m, n)$ with the decay in $n$ improved from $n^{-(\beta+1)}$ to $n^{-(\beta+\gamma)} \cdot \log(n+5)$. Iterating the above process once more and noting that (3.5) only produces a decay of $n^{-2}$ for $\hat{N}(s, m, n)$ we obtain for any $\frac{\nu}{100} \leq s < T - \frac{\nu}{2}$,

$$|\hat{N}(s, m, n)| \leq e^{-\frac{t_0}{100} - \frac{1}{2} m \nu t_0} \cdot D_6 \cdot \frac{1}{(n+1)^2},$$

and consequently

$$|\hat{h}(t, m, n)| \leq D_7 \cdot e^{-\frac{t_0}{100} - \frac{1}{2} m \nu t_0} \cdot (n+1)^{-3-\gamma}.$$

Here again $D_6$, $D_7$ are constants depending only on $(D_0, \alpha, \beta, \nu, \gamma, t_0)$. Hence (1.26) holds. Finally we remark that the small data result follows along the same lines as in the proof of the local contraction argument. We omit the standard details. The theorem is proved. \hfill \Box
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