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Abstract

We describe a one-parameter family of dispersing (hence hyper-
bolic, ergodic and mixing) billiards where the correlation function of
the collision map decays as 1/na (here n denotes the discrete time), in
which the degree a ∈ (1,∞) changes continuously with the parameter
of the family, β. We also derive an explicit relation between the degree
a and the family parameter β.
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1 Introduction

A billiard is a mechanical system in which a point particle moves in a compact
container Q and bounces off its boundary ∂Q; in this paper we only consider
planar billiards, where Q ⊂ R

2. The billiard dynamics preserves a uniform
measure on its phase space, and the corresponding collision map (generated
by the collisions of the particle with ∂Q, see below) preserves a natural (and
often unique) absolutely continuous measure on its own phase space, see
definitions below. The dynamical properties of a billiard are determined by
the shape of the boundary ∂Q, and it may vary greatly from completely
regular (integrable) to strongly chaotic.
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The dynamics in simple containers (circles, ellipses, rectangles) are com-
pletely integrable. The first class of chaotic billiards was introduced by
Ya. Sinai in 1970 [14]; he proved that if ∂Q is smooth and strictly convex
inward (with nowhere vanishing curvature), then the dynamics is hyperbolic
(moreover, uniformly hyperbolic), ergodic, mixing and K-mixing. He called
such systems dispersing billiards, now they are often called Sinai billiards.
Gallavotti and Ornstein [9] proved that Sinai billiards are Bernoulli systems.
Later on the hyperbolicity, ergodicity (as well as Bernoulli property [5, 12])
were established for dispersing billiards with piecewise smooth boundary,
where corner points exist [13], and for billiards whose boundary is convex
(but not strictly convex) inward – the so called semi-dispersing billiards –
under certain conditions [2, 7].

The rates of mixing (precisely defined in the next section) for the collision
map in dispersing and semidispersing billiards depend on the shape of the
boundary. Assume that

(A) there are no cusps on the boundary and

(B) the boundary curvature does not vanish.

Then the collision map is uniformly hyperbolic, and its mixing properties are
very strong – correlations (defined in the next section) decay exponentially
[15, 4]. Relaxing the requirements (A) and (B) results in nonuniform hy-
perbolicity and weaker mixing properties (slower decay of correlations), see
below.

If we relax (A), but not (B), then the correlations appear to decay poly-
nomially as O(1/n). This conjecture is based on heuristic arguments and
numerical experiments [10], and the work on proving it rigorously is cur-
rently underway.

Here we relax (B) but not (A), i.e. consider dispersing billiards without
cusps, but assume that the boundary curvature vanishes at finitely many
points (we call them flat points). This is a special class of chaotic billiards
hardly ever investigated before.

First of all, it is easy to show that if there is no periodic trajectory that
hits the boundary at flat points only, then a certain power of the collision
map is uniformly hyperbolic, hence correlations decay exponentially. In order
to weaken the hyperbolicity and mixing properties, one needs a periodic
trajectory making collisions at flat points only. Then the vicinity of that
periodic orbit acts as a “trap” where hyperbolicity may remain weak for
arbitrarily long times.
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For simplicity we assume that there is one such periodic trajectory of pe-
riod two that runs between two flat points. More precisely, let the boundary
∂Q near those two flat points be given by the equations

(1.1) y = ±gβ(x), gβ(x) = |x|β + 1 (β > 2)

in some rectangular coordinate system in R
2. The billiard table lies between

the “+” and “−” branches of the above function, and elsewhere it is bounded
by “regular dispersing” curves, which are strictly convex inward with nowhere
vanishing curvature and make no cusps. Note that the curvature of the
boundary does vanish at the points (0, 1) and (0,−1), because β > 2, and
the periodic orbit runs between these points along the y axis. The power
β > 2 is the parameter of the so constructed family of billiard tables.

Our main result, stated precisely in the next section, is that the correla-
tions for the collision map decay as O(1/na), where

a =
β + 2

β − 2
.

Therefore, the degree a covers the entire interval from one to infinity. In
the limit β → ∞, the boundary flattens out, and the correlations decay
almost as 1/n, which is an established result for semi-dispersing billiards with
two parallel flat components of the boundary [8]. In the limit β → 2, the
boundary “curves up” and approaches strictly dispersing case y = ±(x2 + 1)
with nowhere vanishing curvature; then a → ∞ and so the correlations decay
faster than any polynomial function. In the limit β = 2 the correlations decay
exponentially [4]. Thus by varying the parameter β we can adjust the degree
of the polynomial decay rate 1/na to any value a ∈ (1,∞).

2 Statement of results

First we recall standard definitions of billiard theory [1, 2, 3, 4]. A billiard is
a dynamical system where a point moves freely at unit speed in a domain Q
(the table) and reflects off its boundary ∂Q (the wall) by the rule “the angle
of incidence equals the angle of reflection”. We assume that Q ⊂ R

2 and ∂Q
is a finite union of C3 curves (arcs). The phase space of this system is a three
dimensional manifold Q × S1. The dynamics preserves a uniform measure
on Q × S1.

3



Let M = ∂Q × [−π/2, π/2] be the standard cross-section of the billiard
dynamics. Canonical coordinates on M are r and ϕ, where r is the arc length
parameter on ∂Q and ϕ ∈ [−π/2, π/2] is the angle of reflection, see Fig. 1.
We denote by π the natural projection of M onto ∂Q.
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Fig. 1: Orientation of r and ϕ

The first return map F : M → M is called the collision map or the bil-
liard map, it preserves smooth measure dµ = cos ϕdr dϕ on M. Accordingly,
we call M the phase space of the collision map, or collision space for short.

Let f, g ∈ L2
µ(M) be two functions. Correlations are defined by

(2.1) Cn(f, g,F , µ) =

∫

M

(f ◦ Fn) g dµ −
∫

M

f dµ

∫

M

g dµ

It is well known that F : M → M is mixing if and only if

(2.2) lim
n→∞

Cn(f, g,F , µ) = 0 ∀f, g ∈ L2
µ(M)

The rate of mixing of F is characterized by the speed of convergence in (2.2)
for smooth enough functions f and g. We will always assume that f and g
are Hölder continuous or piecewise Hölder continuous with singularities that
coincide with those of the map F k for some k. For example, the length of
the free path between successive reflections is one such function.

We say that correlations decay exponentially if

|Cn(f, g,F , µ)| < const · e−cn

for some c > 0 and polynomially if

|Cn(f, g,F , µ)| < const · n−a

4



for some a > 0. Here the constant factor depends on f and g.
Next we state our results.
Let Q ⊂ R

2 be a domain bounded by the curves y = gβ(x) and y =
−gβ(x), see (1.1), and several strictly convex (inward) curves with nowhere
vanishing curvature and no cusps. An example is shown on Fig. 2 (left).

Our results also apply to billiards bounded by one of the curves (1.1),
say y = gβ(x), the x-axis and several strictly convex (inward) curves with
nowhere vanishing curvature and no cusps. An example is shown on Fig. 2
(right).
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Fig. 2: Dispersing billiards with walls where the curvature vanishes.

Theorem 1. For the above billiard tables, the correlations (2.1) for the bil-
liard map F : M → M and piecewise Hölder continuous functions f, g on
M decay as

(2.3) |Cn(f, g,F , µ)| ≤ const · (ln n)a+1

na
,

where a = (β + 2)/(β − 2).

Remark. The logarithmic factor in (2.3) is a by-product of a general method
for correlation analysis developed in [11, 8]. Perhaps it is possible to suppress
it by using more powerful Young’s techniques [16] but this may require a
substantial extra effort.

3 Proof of the main Theorem

We use a general scheme for the analysis of hyperbolic dynamical systems
with polynomial decay of correlations developed in [8] (which is an extension
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of earlier works by Young [16] and Markarian [11]). That scheme has been
successfully applied in [8] to various classes of chaotic billiards.

The scheme is based on finding a subset M ⊂ M where the map F is
strongly (uniformly) hyperbolic and the subsequent analysis of the return
map F : M → M , which is defined by

(3.1) F (X) = FN(X)(X), N(X) = min{i > 0: F i(X) ∈ M}.

In our case the hyperbolicity is strong everywhere except the vicinity of
the two flat points (0, 1) and (0,−1) on ∂Q. We fix an ε > 0 and define

M =
(

∂Q \ {|x| < ε}
)

× [−π/2, π/2] = M\ π−1({|x| < ε}),

i.e. we remove from ∂Q a narrow window – the ε-neighborhood of the y axis
– that contains both flat points, see Fig. 3. Let q1 = (ε,−gβ(ε)) denote one
of the four points on ∂Q that border the window |x| < ε, and by q2, q3, q4

the other three points (Fig. 3).
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Fig. 3: A window cut through ∂Q to construct M .

In order to prove Theorem 1, according to our general scheme [8], we need
to establish two properties of the map F described below.

(F1) First, the map F : M → M enjoys exponential decay of correlations.
Moreover, there is a horseshoe Λ ⊂ M with a hyperbolic structure such that
the return times to Λ obey an exponential tail bound, see [15, 16, 8] for
precise definitions.

(F2) Second, the return times to M under the original map F defined by

R(X;F ,M) = min{r ≥ 1 : F r(X) ∈ M}
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satisfy the polynomial tail bound

(3.2) µ(X ∈ M : R(X;F ,M) > n) ≤ const · n−a−1 ∀n ≥ 1

where a > 0 is the constant of Theorem 1.

It is shown in [8] that Theorem 1 follows from (F1) and (F2). Also, the
proof of (F1) is reduced in [8] to the verification of the following property of
unstable manifolds:

Let W ⊂ M denote an unstable manifold (it is a smooth curve since
dim M = 2). Since the map F has singularities (described below) the image
F (W ) may consist of finitely or countably many unstable manifolds. Let Wi,
i ≥ 1, denote the preimages of the smooth components of F (W ), i.e. the
subcurves Wi ⊂ W on which the map F is smooth. Next, for every point
X ∈ Wi denote by Λ(X) the Jacobian of the map F restricted to Wi, i.e. the
local factor of expansion (stretching factor) of the curve Wi under the map
F at the point X. Put

Λi = min
X∈Wi

Λ(X)

In order to prove (F1) we need to verify that

(3.3) lim inf
δ→0

sup
W : |W |<δ

∑

i

Λ−1
i < 1,

where the supremum is taken over unstable manifolds W of length < δ.
The reduction of (F1) to (3.3) is carried out in [8] for very general 2D

hyperbolic maps that include our family of dispersing billiards.
Thus it remains to prove (F2) and (3.3). This requires detailed investiga-

tion of the singularities of the map F . The definition (3.1) makes it clear that
F is singular at X whenever F(X) or N(X) is singular. The singularities
of the original map F are well studied [4] and the estimate (3.3) is proved
for unstable manifolds affected by those, so we focus on the singularities of
N(X).

The value n = N(X)− 1 is the number of bounces the billiard trajectory
of the point X ∈ M experiences in the window |x| < ε before returning to M .
For large N(X), the trajectory of X runs almost parallel to the y axis for a
long time, and we distinguish two types of such trajectories, see Fig. 3. The
trajectories of the first type enter the window, almost approach its central
axis (the y axis), but then turn back and exit on the same side they entered
(the solid line on Fig. 3). The trajectories of the other type move through
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the window, cross the y axis, and exit on the opposite side (the dashed line
on Fig. 3). These two types of trajectories are separated by points whose
trajectories converge to the y axis and never return to M . The singularities
of N(X) occur at points where the number of bounces in the window |x| < ε
changes from n to n + 1 or n − 1.
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Fig. 4: Singularities of the map F (left) and F−1 (right).

Figure 4 (left) shows the structure of singularity lines of the map F near
the point q1, in the r, ϕ coordinates. The bold vertical line E on the left is
π−1(q1), the edge of M . The bold steeply decreasing curve S1 terminating
on E consists of points {X : F(X) ∈ π−1(q2)}, which hit the point q2 of ∂Q
under the map F . The points above S1 are mapped by F to the right of q2,
so they do not leave M . The points below the curve S1 are mapped by F to
the left of q2, and then they enter the window |x| < ε.

The decreasing curve S∞ which crosses S1 and terminates on E consists
of points whose trajectories converge to the y axis (thus S∞ is the stable
manifold of the periodic orbit running along the y axis). The dashed part of
S∞ (to the right of S1) does not enter the window immediately, but will do
so in one or a few iterations.

The region above S∞ but below S1 consists of points whose trajectories
enter the window but turn back without reaching the y axis (like the solid
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trajectory on Fig. 3). This region is divided into infinitely many strips by
decreasing curves S ′

n, n ≥ 1, which correspond to the discontinuities of the
function N(X): the curve S ′

n separates the region C ′
n : = {N(X) = n}

from the similar region C ′
n+1. The curves S ′

n are almost parallel to S∞ and
accumulate toward S∞ from above.

The region below S∞ consists of points whose trajectories enter the win-
dow and manage to move through it crossing the y axis (like the dashed
trajectory on Fig. 3). This region is divided into infinitely many strips by
decreasing curves S ′′

n, n ≥ 1, which correspond to the discontinuities of the
function N(X): the curve S ′′

n separates the region C ′′
n : = {N(X) = n}

from the similar region C ′′
n+1. The curves S ′′

n are almost parallel to S∞ and
accumulate toward S∞ from below.

Due to the time-reversibility of the billiard dynamics, the singularities
of the map F−1 have a similar structure. In fact, the picture shown on
Fig. 4 (left) must be flipped about the horizontal line ϕ = 0 to become
the illustration of singularity curves of F−1 near the same point q1, see a
scaled-down version of it shown on Fig. 4 (right).
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Fig. 5: The transformation of C ′
n under F .

Furthermore, F maps each region C ′
n onto a symmetric region made by

the singularity curves of F−1 (near the point q1 or q2). Similarly, F maps each
region C ′′

n onto a symmetric region made by the singularity curves of F−1 near
the point q3 or q4. The action of F on C ′

n is schematically shown on Fig. 5:
long sides of C ′

n are transformed into short sides of F (C ′
n), while short sides

of C ′
n are transformed into long sides of F (C ′

n). Unstable manifolds W ⊂ C ′
n

(which are short increasing curves in the r, ϕ coordinates) are mapped onto
long unstable curves stretching across F (C ′

n) completely, see Fig. 5. Let hn

denote the height of the region Cn (of course, it is not uniform across C ′
n,

but we can take the maximum height, for example). Then, since the length
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of F (C ′
n) is O(1), the factor of expansion of unstable manifolds W ⊂ C ′

n is1

(3.4) Λn ∼ 1/hn.

(this, of course, requires the distortions be uniformly bounded on W ⊂ C ′
n,

which follows from general results [4, 8]). A similar analysis applies to the
region C ′′

n.
The qualitative description of the singularity curves for the map F out-

lined above is the result of rather straightforward (albeit somewhat metic-
ulous) geometric considerations, which we omit. In order to determine the
rates of the decay of correlations we need certain quantitative estimates on
the measure of the regions C ′

n and C ′′
n and on the factor of expansion of

unstable manifolds W ⊂ C ′
n and W ⊂ C ′′

n under the map F .

Proposition 2. Unstable manifolds W ⊂ C ′
n and W ⊂ C ′′

n are expanded
under the map F by a factor Λn ∼ nb, where b = a + 2. Accordingly, see
(3.4), the height (and hence the measure) of the regions C ′

n and C ′′
n is ∼ n−b.

The proof of this proposition is based on an elementary but rather tech-
nical analysis, it will be in Appendix. Here we complete the proof (F2) and
(3.3), thus obtaining Theorem 1.

It is immediate that

µ(X ∈ M : R(X;F ,M) > n) =
∑

m>n

µ(C ′
m ∪ C ′′

m) ≤ const · n−a−1

which proves (F2).
Next, every unstable manifold W ⊂ M is a smooth monotonically in-

creasing curve in the r, ϕ coordinates. Hence for every n ≥ 1 the intersection
W ∩C ′

n is at most one curve, and the same is true for W ∩C ′
n. If W crosses

the separating line S∞, then it intersects C ′
n and C ′′

n for all n ≥ nδ, where nδ

grows to ∞ as |W | = δ converges to 0. Then

∑

i

Λ−1
i < const

∞
∑

n=nδ

1

na+2
<

const

na+1
δ

,

which is less than 1 for all sufficiently small δ > 0. If W does not cross S∞,
but crosses S ′

n or S ′′
n with sufficiently large n, the analysis is similar. If W

1Our notation A ∼ B has the following meaning: there is a constant C = C(Q) > 1
such that C−1 < A/B < C.
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only crosses S ′
n or S ′′

n with small n, then a standard trick - the use of a higher
iterate of F – applies, see [8].

Remark. To establish an upper bound on correlations, we only need an upper
bound on the measures in (3.2). Thus it will be enough to obtain a lower
bound on Λn in Proposition 2. This is what we do in the next section: we
prove that Λn ≥ const nb. While our arguments can be easily extended to
obtain an upper bound Λn ≤ const nb as well, we do not pursue this goal.

Appendix: Proof of Proposition 2

Given an unstable manifold W ⊂ C ′
n (or W ⊂ C ′′

n) and a point X ∈ W , the
map F = Fn expands W at X by the factor [2, 4]

(.5) Λn(X) =
n−1
∏

m=0

(

1 + τ(Xm)B(Xm)
)

where Xm = Fm(X), and for every point Y = (r, ϕ) ∈ M we denote by τ(Y )
the time between the collisions at the points Y and F(Y ) and

(.6) B(Y ) =
1

cos ϕ

(

dϕ

dr
+ K(r)

)

,

where dϕ/dr denotes the slope of the unstable manifold W (Y ) passing through
Y and K(r) the curvature of the boundary ∂Q at the point r.

We note that B(Y ) is the curvature of the orthogonal cross-section of
the family of trajectories on the billiard table Q coming from W (Y ), see
[1, 2, 4] for more details. The expansion factor (.5) is measured in the so
called p-norm defined by

(.7) |V |p = cos ϕ |dr|

for tangent vectors V = (dr, dϕ) ∈ TXM. The p-norm is equivalent to the
Euclidean norm

(.8) |V | =
[

(dr)2 + (dϕ)2
]1/2

along the trajectory of Fm(X), 1 ≤ m ≤ n, as we will prove below.
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The value of B(Y ) is positive for all Y ∈ M. The initial value B(X),
X ∈ W , is bounded away from zero and infinity:

Bmin ≤ B(X) ≤ Bmax,

where Bmin > 0 is determined by our choice of ε. For the computation of
B(Xm) we have a recurrent formula

(.9) B(Xm) =
2K(rm)

cos ϕm

+
1

τ(Xm−1) + 1/B(Xm−1)
,

where (rm, ϕm) = Xm. Let xm denote the x coordinate of the collision point
rm ∈ ∂Q, then it is easy to compute

(.10) K(rm) =
β(β − 1)|xm|β−2

(

1 + β2|xm|2(β−1)
)3/2

.

We note that K(rm) approaches zero, as xm approaches zero, and we will see
later that B(Xm) approach zero as well.

Next we consider the trajectory of a point X ∈ C ′′
n (the case X ∈ C ′

n is
easier and will be treated later). Due to an obvious symmetry of the table Q
about the x-axis it is convenient to fold Q in half and reflect its upper part
y > 0 onto its lower half y < 0, then our trajectory will bounce between the
x-axis and the lower side of Q, see Fig. 6.
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Fig. 6: The m-th collision and the parameters

Let n′ be uniquely defined by xn′+1 < 0 < xn′ . First we consider the
interval 1 ≤ m ≤ n′, i.e. where xm > 0.
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We denote by wm the angle made by the y-axis and the velocity vector
after the mth collision. Note that (βxβ−1, 1) is the inward normal vector to
∂Q at the point rm. Elementary geometric considerations yield the following
relations:

wm − wm+1 = 2 arctan(βxβ−1
m+1)

xm − xm+1 = 2 tan wm + (xβ
m + xβ

m+1) tan wm.
(.11)

Using Taylor expansion we obtain

wm − wm+1 = 2βxβ−1
m+1 − Rw,m+1

xm − xm+1 = 2wm + Rx,m+1,
(.12)

where

(.13) Rw,m+1 = 2
3
β3x

3(β−1)
m+1 + O(x

5(β−1)
m+1 ) > 0

and

(.14) Rx,m+1 = 2
3
w3

m + (xβ
m + xβ

m+1)wm + O(xβ
mw3

m + w5
m) > 0

(the positivity of Rw,m+1 and Rx,m+1 is guaranteed by the smallness of ε).
Note that both {xm} and {wm} are decreasing sequences of positive numbers
for m = 1, . . . , n′.

Lemma 3. Let n′′ ∈ [1, n′] be uniquely defined by the condition

(.15) wn′′−1 > 2wn′ > wn′′ .

Then for all n′′ ≤ m ≤ n′

(.16) xm ∼ (n′ − m)wn′

and

(.17) n′ − n′′ ∼ w
2−β

β

n′

(recall our convention on the usage of “∼” in the previous section).
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Proof. Due to (.12) and (.15), for any m ∈ [n′′, n′) we have

2wn′ ≤ 2wm ≤ xm − xm+1 ≤ 3wm ≤ 6wn′

hence

(.18) 2(n′ − m)wn′ ≤ xm ≤ 6(n′ − m + 1)wn′

(note that 0 ≤ xn′ ≤ 3wn′). Next, due to (.18) and (.12)

2β−1(n′ − m − 1)β−1wβ−1
n′ ≤ wm − wm+1 ≤ 2β 6β−1(n′ − m)β−1wβ−1

n′

therefore
wm ∼ wn′ + (n′ − m)βwβ−1

n′

Substituting m = n′′, then m = n′′ − 1 and using (.15) implies (.17) and
completes the proof of the lemma.

We note that (.16) and (.17) imply

(.19) xn′′ ∼ w
2

β

n′ ,

hence xn′′ � ε and thus n′′ � 1. Next we consider the case 1 < m ≤ n′′.

Lemma 4. For all 1 < m ≤ n′′ we have

(.20) xβ
m ∼ w2

m ∼ m
2β

2−β .

Moreover,

(.21) n′′ ∼ w
2−β

β

n′ .

Proof. Due to (.12) and the mean value theorem, for some x∗ ∈ (xm+1, xm)

xβ
m − xβ

m+1 = βxβ−1
∗ (xm − xm+1)

= 2βxβ−1
∗ wm + O

(

xβ−1
m w3

m + x2β−1
m wm

)

.

Similarly, for some w∗ ∈ (wm+1, wm)

w2
m − w2

m+1 = 2w∗(wm − wm+1)

= 4βxβ−1
m+1w∗ + O

(

x3(β−1)
m wm

)

.
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This easily implies

1 ≤ w2
m − w2

m+1

xβ
m − xβ

m+1

≤ 5.

Also, (.19) and (.15) imply that w2
n′′ ∼ xβ

n′′ , i.e.

C ′ ≤ w2
n′′

xβ
n′′

≤ C ′′

where we can assume C ′ < 1 and C ′′ > 5. Now the first relation in (.20)
follows easily.

Next, denote zm = x
β−2

2

m . Then (.12) and the mean value theorem imply

zm − zm+1 ∼ x
β−4

2

m (xm − xm+1)

∼ x
β−4

2

m wm

∼ xβ−2
m = z2

m

(we used the first relation in (.20)). Now let Zm = 1/zm, then

Zm+1 − Zm ∼ Zm+1/Zm ∼ 1

(we note that xm − xm+1 ∼ x
β

2

m � xm, hence xm/xm+1 ≈ 1). Since x0 ≥ ε,

(.22) Z0 ≤ ε−
β−2

2 = const,

and we obtain

(.23) Zm ∼ m and zm ∼ 1/m,

which proves the second relation in (.20). Now (.21) is immediate due to
(.19).

Equations (.17) and (.21) imply n′′ ∼ n′ − n′′ and n′ ∼ w
2−β

β

n′ . A similar
analysis can be done for the remaining part of the trajectory, n′ < m < n,

which shows that n − n′ ∼ w
2−β

β

n′+1. Since wn′ ≈ wn′+1, we obtain n − n′ ∼ n′,
and so

(.24) n′′ ∼ n and wn′ ∼ n
β

2−β .
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Lemma 5. For all m < n′ we have

w2
m − 2xβ

m < w2
m+1 − 2xβ

m+1

i.e. {w2
m − 2xβ

m} is an increasing sequence for m = 1, . . . , n′.

Proof. By the convexity of the function xβ,

2xβ
m − 2xβ

m+1 ≥ 2βxβ−1
m+1(xm − xm+1).

Now due to (.12)–(.14)

2βxβ−1
m+1(xm − xm+1) > 2wm(wm − wm+1) > w2

m − w2
m+1.

Lemma 5 implies w2
m − 2xβ

m < w2
n′ , hence

(.25) wm <

√

2xβ
m + w2

n′ <
√

2 x
β

2

m + 1
2
x
−β

2

m w2
n′ .

Next we derive a more precise estimate on the x coordinate:

Lemma 6. For all 1 ≤ m ≤ n′′ we have

(.26) x
2−β

2

m ≤ Lm + C1 ln m + C2m
(m

n

)
2β

β−2

+ C3

where L = (β − 2)
√

2 and C1, C2, C3 > 0 are some constants.

Proof. Due to (.12) and (.25)

xm − xm+1 < 2
√

2 x
β

2

m + x
−β

2

m w2
n′ + Cx

3β

2

m

for a sufficiently large C > 0 (we used the fact w2
m ∼ xβ

m). As before, we

put zm = x
β−2

2

m . We consider two cases. If β ≥ 4, then the function x
β−2

2 is
convex down, and

zm − zm+1 ≤ β−2
2

x
β−4

2

m (xm − xm+1)

≤ Lxβ−2
m + β−2

2
x−2

m w2
n′ + Cx2β−2

m

≤ Lz2
m + β−2

2
z
− 4

β−2

m w2
n′ + Cz

4β−4

β−2

m .
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If β < 4, then the function x
β−2

2 is convex up, and

zm − zm+1 ≤ β−2
2

x
β−4

2

m+1(xm − xm+1)

≤ Lx
β

2

m x
β−4

2

m+1 + β−2
2

x−2
m+1w

2
n′ + Cx2β−2

m

≤ Lz
β

β−2

m z
β−4

β−2

m+1 + β−2
2

z
− 4

β−2

m+1 w2
n′ + Cz

4β−4

β−2

m

As before, let Zm = 1/zm. Then in the case β > 4 we have

Zm+1 − Zm ≤ L
Zm+1

Zm

+
β − 2

2
Z

2β

β−2

m+1w
2
n′ + CZ

− 2β

β−2

m+1

≤ L + L
Zm+1 − Zm

Zm

+
β − 2

2
Z

2β

β−2

m+1w
2
n′ + CZ

− 2β

β−2

m+1

Solving the last inequality for Zm+1 − Zm and using (.23) and (.24) gives

Zm+1 − Zm ≤ L +
C ′

m
+ C ′′

(m

n

)
2β

β−2

for sufficiently large C ′, C ′′ > 0. Summing up over m implies (.26) with

C3 = ε−
β−2

2 , see (.22).
In the other case, β < 4, we have

Zm+1 − Zm ≤ L

(

Zm+1

Zm

)
2

β−2

+
β − 2

2
Z

2β

β−2

m+1w
2
n′ + CZ

− 2β

β−2

m+1

≤ L + G
Zm+1 − Zm

Zm

+
β − 2

2
Z

2β

β−2

m+1w
2
n′ + CZ

− 2β

β−2

m+1

with G = 3L
β−2

, and the subsequent analysis is similar to the previous case.

Corollary 7. For all 1 ≤ m ≤ n′′ we have

(.27) 2K(rm) ≥ D

[

m + C ′
1 ln m + C ′

2m
(m

n

)
2β

β−2

+ C ′
3

]−2

where D = β(β−1)
(β−2)2

and C ′
1, C

′
2, C

′
3 > 0 are some constants.

Proof. Equation (.10) implies

K(rm) = β(β − 1)xβ−2
m + O

(

x3β−4
m

)

.

To estimate the main term we use (.26), and the remainder term is O
(

m− 6β−8

β−2

)

by (.20), so it can be incorporated into the right hand side of (.27) by choosing
sufficiently large constants C ′

1, C
′
2, C

′
3 > 0.
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Lemma 8. For all 1 ≤ m < n′′ we have

(.28) B(Xm−1) ≥ A

[

m + C4 ln m + C5m
(m

n

)
2β

β−2

+ C6

]−1

where A > 0 satisfies 2A2 − A = D, hence A = β−1
β−2

, and C4, C5, C6 > 0 are
sufficiently large constants.

Proof. We use induction on m. For m = 1 the validity of (.28) is guaranteed
by choosing C6 large enough. Assume that (.28) is valid for some m < n′′−1.
Due to (.9) and (.27) it is enough to verify

D
[

m + C ′
1 ln m + C ′

2m
(

m
n

)
2β

β−2 + C ′
3

]2 +
A

Aτm + m + C4 ln m + C5m
(

m
n

)
2β

β−2 + C6

>
A

m + 1 + C4 ln(m + 1) + C5(m + 1)
(

m+1
n

)
2β

β−2 + C6

provided C4, C5, C6 > 0 are large enough. Here

τm = τ(Xm) = 2 + O(wm) = 2 + O
(

m
β

β−2

)

.

It is easy to see that

A

m + 1 + C4 ln(m + 1) + C5(m + 1)
(

m+1
n

)
2β

β−2 + C6

− A

Aτm + m + C4 ln m + C5m
(

m
n

)
2β

β−2 + C6

<
2A2 − A

Θ

where Θ denotes the product of the two denominators. Thus it is enough to
verify

D
[

m + C ′
1 ln m + C ′

2m
(

m
n

)
2β

β−2 + C ′
3

]2 >
2A2 − A

Θ
.

We recall that 2A2 − A = D. Thus it is enough to verify

(.29) Θ >

[

m + C ′
1 ln m + C ′

2m
(m

n

)
2β

β−2

+ C ′
3

]2

.

18



The leading term m2 appears on both sides and cancels out. Keeping only
the largest non-cancelling terms on both sides of (.29) we obtain

2 C4m ln m + 2 C5m
2
(m

n

)
2β

β−2

> 2 C ′
1m ln m + 2 C ′

2m
2
(m

n

)
2β

β−2

,

which can be ensured by choosing C4 and C5 large enough. This implies (.29)
and then Lemma 8.

Corollary 9.

(.30) B(Xm−1) ≥
A

m
+

C ′
4 ln m

m2
+

C ′
5m

n2
+

C ′
6

m2
,

where C ′
4, C

′
5, C

′
6 > 0 are sufficiently large constants.

Proof. This follows from (.28) by Taylor expansion and because 2β
β−2

> 2.

Now we are ready to estimate the expansion factor Λn(X) given by (.5).

Lemma 10. We have

(.31)
n′′−1
∏

m=0

(

1 + τ(Xm)B(Xm)
)

≥ Cn
2β−2

β−2

where C > 0 is a constant.

Proof. Note that τ(Xm) > 2. Hence, due (.30), we have

ln

[

n′′−1
∏

m=0

(

1 + τ(Xm)B(Xm)
)

]

>
n′′

∑

m=1

[

2A

m
+

2C ′
4 ln m

m2
+

2C ′
5m

n2
+

C7

m2

]

with a sufficiently large constant C7 > 0. Therefore,

ln

[

n′′−1
∏

m=0

(

1 + τ(Xm)B(Xm)
)

]

> 2A ln n′′ + const > 2A ln n + const,

where the last inequality follows from (.24). Lastly, note that 2A = 2β−2
β−2

,
which completes the proof of the lemma.

The bound (.31) implies

(.32) Λ(1)
n (X) : =

n′−1
∏

m=0

(

1 + τ(Xm)B(Xm)
)

≥ Cn
2β−2

β−2
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Lemma 11.

(.33) Λ(2)
n (X) : =

n−1
∏

m=n′

(

1 + τ(Xm)B(Xm)
)

≥ Cn
β

β−2

where C > 0 is a constant.

Proof. This can be obtained by a detailed analysis of the dynamics on the
interval (n′, n) similar to the one done for the interval (0, n′), but we will
use a shortcut: the time-reversibility of the billiard dynamics will allow us
to derive (.33) directly from (.32).

Let V u and V s be two unit vectors tangent to the unstable and stable
manifolds, respectively, at the point X. Since the angle between V u and V s

is bounded away from zero, the area of the parallelogram Π spanned by V u

and V s is of order one (uniformly in n).

PSfrag replacements

Π DXFn′V u

V s
X Πn′

O( 1
n
)

Fig. 7:

Consider the parallelogram Πn′ = DXFn′

(Π) spanned by the vectors
V u

n′ = DXFn′

(V u) and V s
n′ = DXFn′

(V s). Since the map Fn′

preserves the
measure dµ = cos ϕdr dϕ, we have

cos ϕn′ Area(Πn′) = cos ϕ Area(Π).

Note that cos ϕ ≈ 1 and cos ϕn′ ≈ 1, hence

Area(Πn′) ∼ Area(Π) ∼ 1.

On the other hand,

Area(Πn′) = |V u
n′ | |V s

n′ | sin γn′

where |V u
n′ | and |V s

n′ | denote the lengths of these vectors in the Euclidean
norm (.8) and γn′ denotes the angle between them.
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Next we estimate γn′ . It easily follows from (.9) that

B(Xn′) ≥
[

n′−1
∑

m=0

τ(Xm) + 1/B(X0)

]−1

∼ 1

n′
∼ 1

n
.

Now (.6) implies that the slope of the vector V u
n′ is

dϕ

dr
= cos ϕn′ B(Xn′) −K(rn′).

We note that cos ϕn′ ≈ 1 and K(rn′) ∼ n−β due to (.10), because xn′ <

3wn′ ∼ n
β

2−β , cf. (.17). Therefore,

dϕ

dr
>

C

n

for some constant C > 0. Hence the vector V u
n′ makes an angle ≥ C/n with

the horizontal r-axis. By the time reversibility, the vector V s
n′ makes an angle

≤ −C/n with the horizontal r-axis, see Fig. 7, hence sin γn′ > c/n for some
constant c > 0, and we obtain

|V u
n′ | |V s

n′ | < cn

for some constant c > 0.
Next, the Euclidean norm |V | defined by (.8) is uniformly equivalent to

the p-norm (.7) for both stable and unstable vectors in our considerations.
Indeed, cos ϕ ≈ 1 and |dϕ| ≤ C |dr| for some constant C > 0, as it easily
follows from (.6). Therefore, we obtain

|V u
n′ |p |V s

n′ |p < cn

for some constant c > 0. Obviously,

|V u
n′ |p = Λ

(1)
n′ (X) |V u|p ∼ Λ

(1)
n′ (X).

Now it is time for a little trick. By the time reversibility of the billiard
dynamics, the contraction of stable vectors during the time interval (0, n′) is
the same as the expansion of the corresponding unstable vectors during the
time interval (n′, n), hence

|V s
n′ |p ∼

[

Λ
(2)
n′ (X)

]−1|V s|p ∼
[

Λ
(2)
n′ (X)

]−1
.
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Therefore,

(.34) Λ
(2)
n′ (X) > cΛ

(1)
n′ (X)/n

for some constant c > 0. Now (.34) and (.32) imply (.33).

Combining (.32) and (.33) gives

Λn(X) = Λ(1)
n (X) Λ(2)

n (X) ≥ Cn
3β−2

β−2 .

This proves Proposition 2 for W ⊂ C ′′
n because, in its notation, we have

b = a + 2 =
3β − 2

β − 2
.

We now consider the remaining case W ⊂ C ′
n, which correspond to tra-

jectories that start near the point q1, enter the window |x| < ε, but turn
around before reaching the central line x = 0 and come back into the vicinity
of q1 or q2 (as shown by the solid line on Fig. 3).

In that case n′ can be defined as the turning point, i.e. by xn′ < xn′−1 and
xn′ < xn′+1. Observe that if X ′ = (r′, ϕ′) ∈ C ′

n, then there exists another
point X = (r, ϕ) ∈ C ′′

n with r = r′ and ϕ < ϕ′, whose trajectory goes
through the window, as it is clear from Fig. 4. Since ϕ′ < ϕ, it follows that
the x-coordinate xm of the point Fm(X) will be always smaller than the
x-coordinate x′

m of the point Fm(X ′), for all 1 ≤ m ≤ n. This observation
and the bound (.26) that we have proved for xm implies that the same bound
holds for x′

m and for all 1 ≤ m ≤ n′′. The rest of the proof of Proposition 2
for X ′ ∈ C ′

n is identical to that of the case X ∈ C ′′
n.

Proposition 2 is now proven.
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