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This survey is devoted to smooth dynamical systems, which are in our
context diffeomorphisms and smooth flows on compact manifolds. We call
a flow or a diffeomorphism hyperbolic if all of its Lyapunov exponents are
different from zero (except the one in the flow direction, which has to be
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zero). This means that the tangent vectors asymptotically expand or con-
tract exponentially fast in time. For many reasons, it is convenient to assume
more than just asymptotic expansion or contraction, namely that the expan-
sion and contraction of tangent vectors happens uniformly in time. Such
hyperbolic systems are said to be uniformly hyperbolic.

Historically, uniformly hyperbolic flows and diffeomorphisms were stud-
ied as early as in mid-sixties: it was done by D. Anosov [2] and S. Smale [77],
who introduced his Axiom A. In the seventies, Anosov and Axiom A dif-
feomorphisms and flows attracted much attention from different directions:
physics, topology, and geometry. This actually started in 1968 when Ya. Sinai
constructed Markov partitions [74, 75] that allowed a symbolic representa-
tion of the dynamics, which matched the existing lattice models in statistical
mechanics. As a result, the theory of Gibbs measures for one-dimensional lat-
tices was carried over to Anosov and Axiom A dynamical systems. This was
done in fundamental works by Ya. Sinai [76], D. Ruelle [67] and R. Bowen [11]
in 1972-76. The resulting theory was a fascinating alloy of physical, measure-
theoretic, geometric, and topological ideas and methods. For a while, it was
the most active topic in the theory of dynamical systems. By 1980, the
theory of Anosov and Axiom A systems was completed almost to perfection.

In the eighties, researchers turned their attention to nonuniformly hyper-
bolic diffeomorphisms and flows. Basic results in this direction were obtained
by Ya. Pesin already in mid-seventies [56, 57]. However, those systems hap-
pened to be not nearly as nice or easy to study as uniformly hyperbolic ones.
The progress in this direction is due to works by M. Benedics, L. Carleson,
M. Jakobson, A. Katok, F. Ledrappier, Ya. Pesin, D. Ruelle, M. Viana, L.-
S. Young and others in the eighties and nineties. By now it seems that we
gained some reasonably good understanding of nonuniformly hyperbolic dy-
namics, even though there are still more open questions than answers in this
area.

At the same time, a revival of the interest to Anosov and Axiom A systems
occured in statistical mechanics in the nineties. It was discovered that several
physical phenomena of nonequilibrium origin can be modelled with the help
of Anosov and Axiom A systems. Most notably, those are entropy production
and chaotic scattering studies by G. Gallavotti, P. Gaspard, D. Ruelle, and
others. This new interest led to new results about old Anosov and Axiom A
systems, for example, Gallavotti-Cohen fluctuation theorem for entropy pro-
duction rates, and escape-rate formula for Axiom A maps and Anosov dif-
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feomorphisms with holes. Also motivated by applications in physics, new
results on the decay of correlations for Anosov flows were obtained.

The survey is organized as follows. Section 1 contains the construction
of Markov partitions and symbolic dynamics – this is the very basis for the
theory of Gibbs measures. Section 2 thoroughly covers the theory of Gibbs
measures for Anosov and Axiom A diffeomorphisms. It is divided into three
subsections. One (2.1) gives the classical theory of Gibbs measures for one-
dimensional lattices in statistical mechanics. Based on this, Subsection 2.2
develops the modern theory of Gibbs measures for Anosov and Axiom A
maps. Subsection 2.3 contains many properties of Gibbs measures – statisti-
cal, topological, and other (some of them very recent). Section 3 is devoted
to one special Gibbs measure – the so called Sinai-Ruelle-Bowen (SRB) mea-
sure. The theory of Gibbs measures in Sections 2 and 3 is presented in great
detail and with complete proofs. We feel that this is appropriate in view of
the recent revival of interest to the subject, and given that very few books
and surveys give full coverage of the topic (probably none since 1980). Sec-
tions 2 and 3 can be used by graduate students to study the theory of Gibbs
measures. Many remarks and examples can be regarded are good exercises.

Section 4 covers Anosov and Axiom A flows and their Gibbs measures,
including SRB measures. It also contains recent results on the decay of
correlations. Section 5 is devoted to the volume compression in Anosov and
Axiom A diffeomorphisms, it is motivated by the entropy production studies
in statistical mechanics. Section 6 contains the discussion of nonuniformly
hyperbolic diffeomorphisms and recent studies of the leakage of mass near
Axiom A basic sets and Anosov diffeomorphisms with holes, including the
escape-rate formula and conditionally invariant measures.

1 Markov partitions

Let T : M → M be an Anosov diffeomorphism of class C1+α of a compact
C∞ smooth Riemannian manifold M . For any point x ∈ M we denote by
Es
x, E

u
x the stable and unstable linear subspaces in TxM , and by W s(x),

W u(x) the local stable and unstable manifolds through the point x. For
exact definitions, see 6.4.a in [44] and more in [38]

Definition. A subset R ∈ M is called a rectangle if its diameter is small
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(compared to the shortest closed geodesic on M) and for any x, y ∈ R

[x, y] := W s(x) ∩W u(y) ∈ R

For x ∈ R, let

W s(x,R) = W s(x) ∩R and W u(x,R) = W u(x) ∩R

Any rectangle R has a direct product structure in the following sense. Pick
z ∈ R and put C = W u(z, R) and D = W s(z, R). Then

R = [C,D] := {[x, y] : x ∈ C, y ∈ D}

Also, for every x ∈ R there is a unique representation x = [xu, xs], where
xu ∈ C and xs ∈ D, so the sets C and D play the role of coordinate axes
in R. Observe that x ∈ intR if and only if xu ∈ intC and xs ∈ intD. In
particular, R is open (closed) if both C and D are open (closed).

A rectangle R is said to be proper, if it is closed and R = intR. In the
above notations, R is proper if and only if C = intC and D = intD as
subsets of the manifolds W u(x) and W s(x), respectively.

The intersection of a finite number of open (closed) rectangles is an open
(closed) rectangle. It is not true, however, that the intersection of proper
rectangles is a proper one.

A subset R′ ⊂ R of a proper rectangle R is called a u-subrectangle if
it is a proper rectangle itself and W u(x,R′) = W u(x,R) for all x ∈ R′. A
u-subrectangle R′ ⊂ R stretches completely across R in the unstable direc-
tion(s). Similarly, s-subrectangles are defined.

We say that a finite collection R = {R1, . . . , Rm} of proper rectangles
makes a partition of M , if ∪Ri covers M and intRi ∩ intRj = ∅ for i 6= j.

Definition. A partition R of M into proper rectangles is called a Markov
partition if it satisfies the following Markov property:

TW s(x,Ri) ⊂ W s(Tx,Rj) (1.1)

and
T−1W u(Tx,Rj) ⊂ W u(x,Ri) (1.2)

for x ∈ intRi ∩ T−1(intRj).
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Let x ∈ intRi ∩ T−1(intRj). Then TW s(x,Ri) may not coincide with
W s(Tx, TRi ∩ Rj), if Ri if not small enough – the set TRi may somehow
wrap around the manifold M and ‘cross Rj twice’. We will always assume
that the diameter of every rectangle is small enough, so the above ‘double
crossing’ will not be possible. Thus, we can sharpen (1.1) and (1.2):

TW s(x,Ri) = W s(Tx, TRi ∩Rj) (1.3)

and
T−1W u(Tx,Rj) = W u(x,Ri ∩ T−1Rj) (1.4)

for all x ∈ intRi ∩ T−1(intRj). Therefore,

Ri ∩ T−1Rj = [T−1W u(Tx,Rj),W
s(x,Ri)] (1.5)

and
TRi ∩Rj = [W u(Tx,Rj), TW

s(x,Ri)] (1.6)

Based on this, one can verify that Ri ∩ T−1Rj is a proper rectangle. Hence,
Ri∩T−1Rj is an s-subrectangle in Ri, and TRi∩Rj is a u-subrectangle in Rj.
By using continuity arguments, one can show that the above identities (1.1)-
(1.4) hold also for any point x ∈ Ri∩T−1Rj provided intRi∩T−1(intRj) 6= ∅.

Remark 1.1. The Markov property (1.1), (1.2) is equivalent to the following
one: TRi ∩Rj is a u-subrectangle in Rj and Ri ∩ T−1Rj is an s-subrectangle
in Ri whenever intRi ∩ T−1(intRj) 6= ∅.

We note that if intRi∩T−1(intRj) 6= ∅, then for any u-subrectangle R′ ⊂
Ri the set TR′ ∩ Rj is a u-subrectangle in Rj. Similarly, any s-subrectangle
R′′ ⊂ Rj the set Ri ∩ T−1R′′ is an s-subrectangle in Ri.

One can verify directly that for any closed rectangle R

∂R = ∂sR ∪ ∂uR

where
∂sR = ∪x∈R∂W u(x,R)

∂uR = ∪x∈R∂W s(x,R)

for W u(x,R) and W s(x,R) as subsets of the manifolds W u(x) and W s(x),
respectively.
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We put ∂uR = ∪i∂uRi and ∂sR = ∪i∂sRi. Also, ∂R = ∂sR∪ ∂sR.
Observe that for any partition R of M into proper rectangles the set ∂R

is closed and nowhere dense.
One can now verify directly, that if R is a Markov partition, then

T (∂sR) ⊂ ∂sR and T−1 (∂uR) ⊂ ∂uR (1.7)

Remark 1.2. Assume that intRi is connected for each Ri ∈ R. Then (1.7) im-
plies the Markov property. The connectedness of intRi is actually essential.

Remark 1.3. Let R be a Markov partition. Assume that intRi has a finite
number of connected components for each Ri ∈ R. Then the closures of
the connected components of all Ri, Ri ∈ R, are proper rectangles which
make another (finer) Markov partition. It will satisfy the assumptions of the
previous remark.

Let T : M →M be an Axiom A diffeomorphism, see 6.4.a in [44] and [38]
for exact definitions and basic properties. We follow here earlier notation by
Bowen [11]. Denote by Ω(T ) the set of its nonwandering points. According
to Smale’s decomposition theorem,

Ω(T ) = Ω1 ∪ · · · ∪ Ωs

where Ωi are basic sets. Let Ωr be a basic set for T . One can define rectangles
R ⊂ Ωr and Markov partitions of Ωr in exactly the same way as above. All
the results (except Remarks 1.2 and 1.3) hold true for basic sets of Axiom A
diffeomorphisms almost without change. The openness and closedness of
a rectangle R and sets W u,s(x,R) is understood as of subsets of Ωr and
W u,s(x) ∩ Ωr, respectively. Exact definitions and detailed proofs can be
found in [11]. Remarks 1.2 and 1.3 make no sense in the Axiom A case, since
basic sets are often totally disconnected (this is best illustrated by Smale’s
horseshoe).

Furthermore, let Ω be a compact locally maximal topologically transitive
hyperbolic set, see 6.4.a in [44]. Then Ω has all the characteristic properties
of an Axiom A basic set. Hence, rectangles and Markov partitions are defined
for Ω just as well. Since we will only work on basic sets, hyperbolic locally
maximal transitive sets will not be different from Axiom A basic sets. So,
we also call them Axiom A basic sets.
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In our further discussion, we cover both types of diffeomorphisms, Anosov
and Axiom A (it goes without saying that the latter includes compact locally
maximal transitive hyperbolic sets). Whenever necessary, we separate these
cases, however.

Define a transition matrix A = A(R) by

Aij =

{
1 if intRi ∩ T−1(intRj) 6= ∅
0 otherwise

(1.8)

Proposition 1.1 Let i0, i1, . . . , in be an arbitrary sequence such that Air,ir+1 =
1 for all 0 ≤ r ≤ n − 1. Then the set R′ = ∩nr=0T

−rRir is an s-subrectangle
in Ri0, and

W u(x,R′) = T−nW u(T nx,Rin), ∀x ∈ R′ (1.9)

Similarly, the set R′′ = ∩nr=0T
n−rRir is a u-subrectangle in Rin, and

W s(y,R′′) = T nW s(T−ny,Ri0), ∀y ∈ R′′ (1.10)

Proof. See (1.5), (1.6), Remark 1.1 and use induction on n. 2

Remark 1.4. Observe that the sets given in (1.9) and (1.10) are closed and
their diameters do not exceed CλndiamR, where diamR = maxi diamRi.

Example 1.1. Let T : T| 2 → T| 2 be the hyperbolic toral automorphism defined

by the matrix AT =

(
2 1
1 1

)
. It is often colloquially called “Arnold’s cat

map”. A Markov partition for T consisting of three rectangles is shown in
Fig. 1. For an exercise, the reader may want to find the transition matrix
for this partition.

If the matrix AT is not symmetric, the stable and unstable lines for T on
the torus T| 2 may not be orthogonal. Then, the atoms of Markov partitions
are, geometrically, parallelograms rather than rectangles. In early works on
Markov partitions, [74, 75], the term ‘parallelogram’ was used instead of
‘rectangle’.

Next, let R′ = {R′
i} and R′′ = {R′′

j} be two partitions of M into proper
rectangles. For any i, j the intersection R′

i ∩ R′′
j is a rectangle, which is not

necessarily a proper one. However, the set Rij = int (R′
i ∩R′′

j ) is a proper
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Figure 1: A Markov partition for a hyperbolic toral automorphism.
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rectangle (or empty). Then the collection of nonempty rectangles {Rij}
makes a partition into proper rectangles, the fact one can verify directly. We
denote this partition by R′ ∨R′′.

Observe that if R′ and R′′ are Markov partitions, then so is R′ ∨ R′′.
Hence, if R′ is a Markov partition, then for any m,n ≥ 0 the partition
∨ni=−mT iR′ is a Markov one, as well.

Let m ≥ 1. Assume that R′ is a Markov partition for the diffeomorphism
Tm. One can verify directly that

R = R′ ∨ T−1R′ ∨ · · · ∨ T−m+1R′

is a Markov partition for T .

Theorem 1.2 Let T : M →M be an Anosov diffeomorphism or T : Ω → Ω
a map on an Axiom A basic set. Then for any ε > 0 there is a Markov
partition of M (resp., Ω) whose rectangles have diameters less than ε.

Two proofs of this theorem exist. The original (but little known) proof by
Sinai [75] works only for Anosov diffeomorphisms, but is more explicit and
provides a somewhat better control on the construction of Markov partitions.
It was first to be extended to hyperbolic dynamical systems of physical in-
terest, such as billiards [14, 15]. The other proof, by Bowen [11], is based on
the shadowing property. It is very elegant, works for Anosov and Axiom A
diffeomorphisms, and was recently extended to very general hyperbolic sys-
tems with singularities [45] and nonuniformly hyperbolic systems [46]. We
outline both proofs.

Proof of Theorem 1.2: Anosov case. For simplicity, we assume that
dimM = 2, so that the manifolds W u and W s are one-dimensional (we
call them fibers). For any curve γ ⊂M denote by |γ| its length. For any two
points x, y on the same local stable or unstable fiber denote by W s(x, y) and
W u(x, y), respectively, the segment of that fiber between x and y.

Let δ0 � δ1 � 1. Let Nδ0 = {x1, . . . , xn} be a δ0-dense set in M . For
each 1 ≤ i ≤ n let yi,1, yi,2 be two points on the local stable fiber W s(xi) that
are the distance δ1 from xi, i.e. |W s(yi1 , yi,2)| = 2δ1 and |W s(xi, yi,j)| = δ1
for j = 1, 2. Let xi,1, xi,2 ∈ Nδ0 be two points that are δ0-close to yi,1,yi,2,
respectively. Put zi,j = [xi, xij ] for j = 1, 2, W s

i,0 = W s(zi,1, zi,2), and S0 =
∪ni=1W

s
i,0. Similarly, define unstable segments W u

i,0 and put U0 = ∪ni=1W
u
i,0.
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Due to the compactness of M , there is a constant κ = κ(M,T ) > 0 such
that |W s(yi,j, zi,j)| ≤ κδ0 and |W u(xi,j, zi,j)| ≤ κδ0 for j = 1, 2. We then
have the following facts:
(i) 2δ1 − κδ0 ≤ |W s

i,0| ≤ 2δ1 + κδ0;
(ii) each curve W s

i,0 terminates on two curves W u
i1,0
,W u

i2,0
⊂ U0, and the

distance from the endpoints of W s
i,0 to the corresponding endpoints of W u

i1,0

and W u
i2,0

is ≥ δ1 − 2κδ0.
These facts, of course, hold true if one interchanges the superscripts u and
s. We assume that κδ0 < δ1/100.

According to the previous observations, it is enough to show the existence
of Markov partitions for Tm with very large values of m. The set S0 ∪ U0

defines a partition R0 of M into proper connected rectangles with ∂sR0 = S0

and ∂uR0 = U0, which is not a Markov partition for Tm yet. We will also
need that TmS0 ⊂ S0 and T−mU0 ⊂ U0 (according to Remark 1.2, this will
be enough). We will adjust the curves in S0 and U0 to ensure the above
inclusions.

Let m be so large that Cλm < δ0/δ1. Then, for any 1 ≤ i ≤ n, |TmW s
i,0| <

3δ0 and |TmW u
ij ,0
| > δ2

1/δ0 > 100δ1 for j = 1, 2. The curves TmW u
ij ,0

, j = 1, 2,
are like long parallel railroad tracks on which the short curve TmW s

i,0 can
be moved back and forth to allow adjustment. Let xi3 ∈ Nδ0 be a point
δ0-close to TmW s

i,0. Put z′i,j = W s
i3,0

∩ TmW u
ij ,0

for j = 1, 2 and W s
i,1 =

T−mW s(z′i,1, z
′
i,2). Observe that, for each i, two parallel stable fibers W s

i,1

and W s
i,0 lie just the distance ≤ const · δ0Cλm < const · δ2

0/δ1 apart, which is
< δ0/100 provided δ0/δ1 is small enough.

Similarly, one can define W u
i,1. Note, however, that the new curves W s

i,1

and W u
i,1 may not terminate on each other, so we have to cut back or extend

them slightly (by no more than δ0/100 to restore that property.
Put S1 = ∪ni=1W

s
i,1 and U1 = ∪ni=1W

u
i,1. Observe that TmS1 ⊂ S0 and

T−mU1 ⊂ U0. The above adjustment is just the first step of a iterational
procedure. Having two systems of curves {W s

i,p} and {W u
i,p}, 1 ≤ i ≤ n, for

some p ≥ 0, we can adjust them by the above algorithm and get two new
systems {W s

i,p+1} and {W u
i,p+1}. Observe that TmSp+1 ⊂ Sp and T−mUp+1 ⊂

Up, where the meaning of the notations is clear.
It is not so hard to verify that our iterational procedure converges (expo-

nentially fast in p), and we arrive at two limit systems of stable and unstable
fibers, {W s

i,∞} and {W u
i,∞}, that satisfy the required inclusions, TmS∞ ⊂ S∞
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and T−mU∞ ⊂ U∞. These define a Markov partition for Tm. The theorem
is proved.

Remark 1.5. We produced a Markov partition into connected rectangles.
Each one is a domain inM bounded by two local stable and two local unstable
fibers. Since ∂sR consists of a finite number of local stable fibers and we have
the invariance (1.7), the set Ks = ∩nT n(∂sR) is finite and T -invariant. So,
Ks consists of a finite number of periodic points, whose stable fibers contain
the entire set ∂sR. The same goes to the set Ku = ∩nT−n(∂uR). The finite
set Ks ∪Ku is called the core of the partition R. For the partition shown in
Fig. 1, the core is just one fixed point (0, 0). We note also that for Anosov
diffeomorphisms on two-dimensional tori there is a direct construction of
Markov partitions by Adler and Weiss [5].

Multidimensional Anosov case. The above proof can be carried out in
any dimensions, along the lines of [75], but we will not do that here. We
only point out a new problem arising in higher dimensions. To illustrate
it, assume that dimW u(x) = 2 and dimW s(x) = 1 for all x ∈ M . Again,
the first step of the proof is to take a partition R0 of M into nice piecewise
smooth connected rectangles, for example, 3-D boxes of more or less the same
size. To ensure the Markov property, an iterational procedure of adjustments
of the boundaries of the boxes is used. Let R0 ∈ R0, fix an x ∈ R0 and put
C0 = W u(x,R0). Ifm is large, the surface TmC0 will be large in all directions,
and its boundary ∂(TmC0) will go through many boxes R ∈ R0. The first
adjustment consists of carving a new boundary curve on the surface W u(x),
close to ∂C0, whose image under Tm will fall into ∂sR0. That new curve will
enclose a new region, C1 ⊂ W u(x). Observe that the new boundary curve,
∂C1, is far more irregular than the old one, ∂C0, since it has to mimic, on a
small scale, the boundaries of the boxes R ∈ R0 that Tm(∂C0) goes through.
Further adjustments will create more and more fractal type irregularities on
the boundary curves ∂Cn, n ≥ 1, on smaller and smaller scales. As a result,
the limit region C∞ = limn→∞Cn will have boundary that is not smooth at
any single point. The careful construction of C∞, therefore, requires lengthy
and delicate work, see [75]. The nonsmoothness of the boundaries of Markov
partitions in high dimensions was first noticed by Bowen and proved in [12]
by a different technique (counting periodic points).

Proof of Theorem 1.2: Axiom A case. We outline the proof leaving the
verification of some claims as exercises. A detailed proof is available in ref.
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[11], see also [43], p.592.
Let Ωr be a an Axiom A basic set. For a small β > 0 find an α > 0 such

that any α-pseudo-orbit is β-shadowed by an orbit in Ωr. Find a γ < α/2
such that dist(Tx, Ty) < α/2 when dist(x, y) < γ. Let P = {p1, . . . , pr} be
a γ-dense set in Ωr. Note that

Σ(P ) = {ω ∈
∞∏

i=−∞
{1, . . . , r} : dist(Tpωi

, pωi+1
) < α ∀ i ∈ ZZ}

is a topological Markov chain of finite type. For each α-pseudo-orbit ω ∈
Σ(P ) there is a unique point π(ω) ∈ Ωr that β-shadows it.

Claim. The map π : Σ(P ) → Ωr is surjective and continuous. Hint:
prove the continuity by way of contradiction, using the expansiveness of
T : Ωr → Ωr.

As a result, the sets Vi := π(Ci), where Ci = {ω : ω0 = i} is a cylinder
whose 0-th coordinate is set to i, are closed for all 1 ≤ i ≤ r. For ω, ω′ ∈ Ci
define ω∗ = [ω, ω′] by

ω∗j =

{
ωj for j ≥ 0
ω′j for j ≤ 0

Then [·, ·] commutes with π, that is π([ω, ω′]) ∈ W s(π(ω)) ∩W u(π(ω′)) =
[π(ω), π(ω′)]. Hence, Vi are closed rectangles. They cover Ωr.

Claim. The cover {Vi} satisfies the following semi-Markov property: if
x = π(ω) for ω ∈ Σ(P ), then

TW s(x, Vω0) ⊂ W s(Tx, Vω1) and T−1W u(Tx, Vω1) ⊂ W u(x, Vω0) (1.11)

To prove this, note that for any y = π(ω′) ∈ W s(x, Vω0) with ω′0 = ω0 we
have y = [x, y] = π(ω, ω′).

The rectangles Vi may overlap and not be proper, so we have to cut
them into smaller pieces. For each x ∈ Ωr put V(x) = {Vj : x ∈ Vj} and
V∗(x) = {Vk : Vk ∩ Vj 6= ∅ for some Vj ∈ V(x)}. The collection {Vi} makes a
finite cover of Ωr by closed sets, so ∪∂Vi is nowhere dense in Ωr. Moreover,
the set

Z∗ = {x ∈ Ωr : W s(x) ∩ ∂sV = ∅, W u(x) ∩ ∂uV = ∅, ∀V ∈ V(x) ∪ V∗(x)}

is open and dense in Ωr.
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Figure 2: (a) The cutting; (b) A contradiction.
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For Vj ∩ Vk 6= ∅ we put (Fig. 2a)

V 1
j,k = {x ∈ Vj : W u(x, Vj) ∩ Vk 6= ∅, W s(x, Vj) ∩ Vk 6= ∅} = Vj ∩ Vk
V 2
j,k = {x ∈ Vj : W u(x, Vj) ∩ Vk 6= ∅, W s(x, Vj) ∩ Vk = ∅}
V 3
j,k = {x ∈ Vj : W u(x, Vj) ∩ Vk = ∅, W s(x, Vj) ∩ Vk 6= ∅}
V 4
j,k = {x ∈ Vj : W u(x, Vj) ∩ Vk = ∅, W s(x, Vj) ∩ Vk = ∅}

Claim. Each V t
j,k is a rectangle, and for each x ∈ Vj ∩Z∗ and Vk ∈ V∗(x)

we have x ∈ intV t
j,k for some t. The proof is a direct inspection.

For x ∈ Z∗, we put

R(x) = ∩{intV t
j,k : x ∈ V t

j,k}

and
R = {R(x) : x ∈ Z∗} := {R1, . . . , Rm}

which will be the desired Markov partition.
Claim. Each Ri, 1 ≤ i ≤ m, is a proper rectangle, because it is a closure

of an open set, R(x).
Claim. The union ∪Ri covers Ωr, since each point x of the dense open

set Z∗ is covered by R(x) ∈ R.
Claim. The sets intR1, . . . , intRm are disjoint. To prove this, show that

if y ∈ R(x)∩Z∗, then R(y) = R(x). First check that V(y) = V(x), then note
that y must belong in the same sets V t

k,j as x does.
It remains to verify the Markov property (1.1), after that (1.2) will follow

by considering T−1.
Let x, y ∈ Z∗ ∩ T−1Z∗ and y ∈ W s(x,R(x)). We want to show that

R(Tx) = R(Ty).
Claim. V(Tx) = V(Ty). Indeed, assume that Tx ∈ Vj, find an ω ∈ π−1(x)

such that ω1 = j, and use the semi-Markov property (1.11) to show that
Ty ∈ Vj.

Claim. Tx and Ty belong in the same rectangles V t
j,k. If not, then ∃Vk ∈

V∗(Tx) such that W u(Ty, Vj)∩ Vk = ∅ while ∃z : Tz ∈ W u(Tx, Vj)∩ Vk, see
Fig. 2b. Find an ω ∈ π−1(x) such that ω1 = j and an ω′ ∈ π−1(z) such that
ω′1 = k. Use the semi-Markov property (1.11) to show that z ∈ W u(x, Vω0).
Hence, Vω′0 ∈ V

∗(x), and the fact R(x) = R(y) implies that z′ := [z, y] ∈ Vω′0 .
Use (1.11) again to show that Tz′ ∈ Vk, a contradiction.
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The last two claims imply that for x ∈ Z∗ ∩ T−1Z∗

T
(
W s(x,R(x)) ∩ Z∗ ∩ T−1Z∗

)
⊂ W s(Tx,R(Tx))

Now (1.1) follows by continuity, since the set W s(x,R(x)) ∩ Z∗ ∩ T−1Z∗ is
open and dense as a subset of W s(x,R(x)) and the set Z∗ ∩ T−1Z∗ is open
and dense in every rectangle Ri ∈ R. 2

Symbolic dynamics. Let R = {R1, . . . , Rm} be a Markov partition and
A its transition matrix (1.8). The latter defines a topological Markov chain
(TMC)

ΣA = {ω ∈
∞∏

i=−∞
{1, . . . ,m} : Aωiωi+1

= 1 for all −∞ < i <∞}

with a left shift homeomorphism σ : ΣA → ΣA defined by (σ(ω))i = ωi+1.

Theorem 1.3 For any sequence ω ∈ ΣA the set ∩∞n=−∞T
−nRωn consists

of exactly one point that we denote by π(ω). The map π : ΣA → M is
continuous, surjective, π◦σ = T ◦π and π−1 is one-to-one on the T -invariant
residual set M \M#, where

M# := ∪∞n=−∞T
n(∂R)

is a countable union of closed nowhere dense sets.

The theorem is stated for Anosov systems. Its statement for Axiom A
basic sets is obtained by replacing M with Ωr.

Proof. The existence and uniqueness of the point π(ω) follows from Propo-
sition 1.1 and Remark 1.4. The rest can be verified directly.

Let −∞ < n′ ≤ n′′ < ∞ and ω[n′,n′′] = ωn′ωn′+1 · · ·ωn′′ be an admissible
word, which means that Aωiωi+1

= 1 for all n′ ≤ i < n′′. The set

C(ω[n′,n′′]) = {ω′ ∈ ΣA : ω′i = ωi for all n′ ≤ i ≤ n′′}

is called a cylinder. Observe that π(C(ω[n′,n′′])) is a proper rectangle. In
particular, for any n ≥ 1 the set π(C(ω[0,n])) is an s-subrectangle in Rω0 and
π(C(ω[−n,0])) is a u-subrectangle in Rω0 . By allowing either n′ = −∞ or n′′ =
∞ (but not both) in the above definition, we get a one-sided infinite sequence
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ω(−∞,n′′] or ω[n′,+∞), respectively. Then for any n ∈ ZZ the set π(C(ω(−∞,n]))
is a compact subset of a global unstable manifold, and π(C(ω[n,+∞))) is a
compact subset of a global stable manifold.

Remark 1.6. Let x ∈ M \M# and ω = π−1x. For every n ∈ ZZ denote by
ω(−∞,n] = {ωi}n−∞ and ω[n,+∞) = {ωi}+∞

n one-sided subsequences of ω. Then
∪nπ(C(ω(−∞,n])) is the global unstable manifold through the point x, and
∪nπ(C(ω[n,+∞))) is the global stable manifold through the point x. This is
not necessarily true if x ∈M#.

The space ΣA is equipped with the product topology, in which σ is a
homeomorphism. Following some authors, e.g. [28], we will say that the shift
σ : ΣA → ΣA is topologically transitive if there is a dense positive semiorbit
(rather than a dense orbit, as in some standard definitions of topological
transitivity). A TMC (ΣA, σ) is then topologically transitive iff for any 1 ≤
i, j ≤ m there is an admissible word that starts with i and ends with j.
In terms of the matrix A, the transitivity means that for all i, j there is
k = kij ≥ 1 such that the (i, j)-th entry of Ak is positive, in which case A
is called an irreducible matrix. The TMC (ΣA, σ) is topologically mixing iff
there is k ≥ 1 such that for all i, j one can find an admissible word that start
with i and end with j and has length k, i.e. the length of the connecting
word is independent of i, j. In this case Ak > 0, i.e. Ak contains no zeroes,
and A is said to be aperiodic or primitive.

Let Ωr be an Axiom A basic set and R its Markov partition. The topo-
logical properties of T : Ωr → Ωr are related to those of the corresponding
TMC (ΣA, σ) with the help of Smale’s decomposition theorem. One can ver-
ify directly that σ is always topologically transitive, and furthermore, it is
topologically mixing if and only if so is the map T : Ωr → Ωr.

Consider now an Anosov diffeomorphism T : M → M and its Markov
partition R. Just as above, one can verified directly that the corresponding
TMC (ΣA, σ) is topologically transitive if and only if so is T : M → M ,
in which case the set of nonwandering points Ω(T ) for the diffeomorphism
T is the entire manifold M . It is not known if nontransitive Anosov dif-
feomorphisms (such that Ω(T ) 6= M) exist. In any case, our first proof
of Theorem 1.2 provides a Markov partition of M without assuming that
Ω(T ) = M .

Let T : M → M be a transitive Anosov diffeomorphism. Then Ω(T ) =
M , and it follows from Smale’s decomposition theorem that T : M →M , and
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hence σ : ΣA → ΣA, is topologically mixing, because M cannot be possibly
decomposed into a finite union of disjoint closed sets.

Finally, we note that for a transitive Anosov diffeomorphism T : M →M
every global stable manifoldW s is dense inM (this follows from Remark 1.6).

2 Gibbs Measures

We now turn to invariant measures for Anosov and Axiom A diffeomor-
phisms. Let R be a Markov partition for an Anosov diffeomorphism T :
M →M or an Axiom A basic set Ωr. Let (ΣA, σ) be the corresponding sym-
bolic system, i.e. a topological Markov chain (TMC). Let ρ be any σ-invariant
measure on ΣA. Then its projection on M (Ωr) will be a T -invariant mea-
sure. This easily follows from Theorem 1.3. It is therefore natural to study
σ-invariant measures on TMC’s first.

It so happened that such studies originally started in statistical physics,
for quite different reasons. Gibbs states were introduced in statistical physics
by Dobrushin [23, 24, 25] in the end of sixties and were later rediscovered
by Lanford and Ruelle [47]. Because of its origin in physics, the theory
of σ-invariant measures on TMC’s carries a strong physics flavor and uses
terminology borrowed from mechanics, such as energy, potential, pressure,
etc.

We present here two independent (but equivalent) versions of the the-
ory of Gibbs measures. One is the original, born in statistical physics, it
defines Gibbs states through interactions, Gibbs ensembles and thermody-
namic limit. We do this in Subsection 2.1. The other is a later version
adopted to the needs of dynamical system theory, it defines Gibbs measures
through potentials and topological pressure. This is done in Subsection 2.2,
where we also prove the equivalence of both versions for topologically mixing
TMC’s. The two versions complement each other and both are necessary to
prove the whole spectrum of fascinating properties of Gibbs measures, which
are collected in our Subsection 2.3.

2.1 Gibbs states

We introduce basic terminology and notation used throughout this section,
for the convenience of future references.
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Notation. We fix a finite set S = {1, . . . ,m}. Let Ω = SZZ denote the
space of doubly infinite sequences of elements of S equipped with the product
topology. For any Λ ⊂ ZZ put ΩΛ = SΛ. We denote by ωΛ elements of ΩΛ

(one can think of ωΛ as a function Λ → S, or as a sequence {ωi} labelled by
i ∈ Λ). For any X ⊂ Λ we denote by ωΛ|X ∈ ΩX the restriction of ωΛ to X.
For any ω ∈ Ω denote by ω|X the restriction of ω to X. For X ⊂ Λ, the map
πXΛ : ωΛ 7→ ωΛ|X is a projection ΩΛ → ΩX . For brevity, we write πΛ for πΛZ ,
i.e. πΛ : ω 7→ ω|Λ. For two disjoint subsets X, Y ⊂ ZZ we denote by ωX ∨ ωY
an element of ΩX∪Y whose restrictions on X and Y coincide with ωX and
ωY , respectively. We also put dist(X, Y ) = min{|i− j| : i ∈ X, j ∈ Y }. Let
Λc = ZZ \ Λ. For Λ ⊂ ZZ and k ∈ ZZ we put Λ − k = {i − k : i ∈ Λ} the
translate of Λ and denote by σk(ωΛ) ∈ ΩΛ−k the corresponding translate of
ωΛ ∈ ΩΛ. If Λ = [n′, n′′] := {n′, n′+1, . . . , n′′} for some n′ ≤ n′′, we call Λ an
interval (in ZZ) of length |Λ| := n′′−n′+1. Observe that π−1

Λ (ωΛ) = C(ωΛ) is
a cylinder, as it was defined in the previous section. We denote by F the set
of all finite nonempty subsets of ZZ, and by I ⊂ F the set of all intervals in
ZZ (including intervals of length one, i.e. single point sets {i} ⊂ ZZ). We call
elements s ∈ S states, and elements ωΛ ∈ ΩΛ configurations (of states) on
Λ. In physics interpretation, this means that each site i ∈ Λ is in a certain
state, ωi ∈ S.

Denote by M the space of Borel probability measures on Ω. For any
Λ ⊂ ZZ let MΛ denote the space of Borel probability measures on ΩΛ. For
any X ⊂ Λ ⊂ ZZ the projection πXΛ : ΩΛ → ΩX defines a map MΛ →MX

that we denote by the same symbol, πXΛ. Again, we write πΛ instead of πΛZ ,
for brevity. Obviously, any measure µ ∈ M is uniquely determined by the
set of its ‘finite-dimensional’ projections {πΛµ : Λ ∈ F}. Furthermore, any
collection of measures {µΛ}, µΛ ∈ MΛ, for all finite Λ ⊂ ZZ, determines a
unique measure µ ∈ M (in the sense πΛµ = µΛ) if and only if the ‘finite
dimensional distributions’ agree, i.e. iff πXΛµΛ = µX whenever X ⊂ Λ.

Now, let A be an m×m transition matrix that defines the space ΣA ⊂ Ω.
For any Λ ⊂ ZZ let

ΣΛ := πΛ(ΣA)

This is the set of configurations on Λ that can be extended to admissible
sequences in ΣA.

We note that, from the standpoint of modern statistical mechanics, we
only cover Gibbs measures on a one-dimensional lattice ZZ. The theory of
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Gibbs measures on higher-dimensional lattices ZZd, d ≥ 2, is substantially
different and more complicated, see, e.g. a discussion in [68].

Now we introduce the very basic definitions.

Interactions. An interaction is a real valued function Φ on ∪Λ∈IΣΛ, i.e. on
the set of all admissible configurations on intervals. We have two standing
assumptions on interactions:
(Φ1) Φ is shift invariant, i.e. for all Λ ∈ I and k ∈ ZZ we have Φ(σkωΛ) =
Φ(ωΛ).
(Φ2) Φ decays exponentially, i.e.

||Φ|| := sup
n
θ−n sup{|Φ(ωΛ)| : Λ ∈ I, |Λ| = n} < +∞ (2.1)

for some 0 < θ < 1.
We now fix an interaction Φ satisfying (Φ1) and (Φ2) with some θ.

Energy. Let Λ ∈ F . The energy of a configuration ωΛ ∈ ΣΛ is

U(ωΛ) =
∑

X⊂Λ,X∈I
Φ(ωΛ|X)

Next, let Λ ∈ F and M ⊂ Λc such that dist(Λ,M) = 1. Let ωΛ ∈ ΣΛ

and ωM ∈ ΣM be two configurations such that ωΛ ∨ ωM ∈ ΣΛ∪M . Then the
energy of interaction between ωΛ and ωM is defined by

W (ωΛ, ωM) =
∑
X∈I

∗
Φ(ωΛ ∨ ωM |X) (2.2)

where Σ∗ is taken over intervals X ⊂ Λ ∪ M such that X ∩ Λ 6= ∅ and
X ∩M 6= ∅. If dist(Λ,M) ≥ 2, then the sum (2.2) is empty. In this case
we define another quantity similar to (2.2) as follows. Fix an ‘external’
configuration ξ ∈ Σ(Λ∪M)c such that ωΛ ∨ ωM ∨ ξ ∈ ΣA. Now define the full
energy of interaction between ωΛ and ωM , given the external configuration ξ,
by

E(ωΛ, ωM , ξ) =
∑
X∈I

∗∗
Φ(ωΛ ∨ ωM ∨ ξ|X)

where Σ∗∗ is taken over all intervals X ⊂ ZZ such that X ∩ Λ 6= ∅ and
X ∩M 6= ∅.
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Lemma 2.1 Let Λ ∈ I be any interval of length |Λ| = n. Then

|U(ωΛ)| ≤ n||Φ||(1− θ)−1 (2.3)

for any ωΛ ∈ ΣΛ. Next, let M ∩ Λ = ∅ and dist(Λ,M) = 1. Then

|W (ωΛ, ωM)| ≤ 2||Φ||(θ + 2θ2 + 3θ3 + · · ·)
= 2||Φ||θ(1− θ)−2 (2.4)

for any ωM ∈ ΩM such that ωΛ ∨ ωM ∈ ΣΛ∪M . Also, let dist(Λ,M) = d ≥ 2.
Then

|E(ωΛ, ωM , ξ)| ≤ 2||Φ||θd(1− θ)−2 (2.5)

for any ξ ∈ Σ(Λ∪M)c such that ωΛ∨ωM ∨ ξ ∈ ΣA. Observe that (2.3) grows at
most linearly in n, while (2.4) is uniformly bounded, and (2.5) is uniformly
small as d→∞.

The proof is left as an exercise.

Gibbs ensembles. Let Λ ∈ F be a finite set. The Gibbs ensemble (without
boundary condition) is a probability measure on the finite set ΣΛ defined by

µΛ(ωΛ) = Z−1
Λ exp [−U(ωΛ)] (2.6)

where ZΛ is the normalizing factor called the partition function:

ZΛ =
∑

ωΛ∈ΣΛ

exp [−U(ωΛ)]

Observe that µΛ(ωΛ) > 0 for all ωΛ ∈ ΣΛ.
Now, let Λ ∈ F , and ξ ∈ ΣΛc . The Gibbs ensemble with boundary condi-

tion ξ is a probability measure on the set ΣΛ defined by

µΛ,ξ(ωΛ) = Z−1
Λ,ξ exp [−U(ωΛ)−W (ωΛ, ξ)] (2.7)

where we set W (ωΛ, ξ) = +∞ in the case ωΛ ∨ ξ /∈ ΣA. Here again ZΛ,ξ is
the normalizing factor:

ZΛ,ξ =
∑

ωΛ∈ΣΛ

exp [−U(ωΛ)−W (ωΛ, ξ)]
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For any ξ ∈ ΣΛc , let

ΣΛ,ξ := {ωΛ ∈ ΣΛ : ωΛ ∨ ξ ∈ ΣA}

Observe that µΛ,ξ(ωΛ) > 0 if and only if ωΛ ∈ ΣΛ,ξ, i.e. the support of the
measure µΛ,ξ is ΣΛ,ξ ⊂ ΣΛ.

Remark 2.1. We can extend both measures µΛ and µΛ,ξ from ΣΛ to ΩΛ by
setting µΛ(ω) = µΛ,ξ(ω) = 0 for all ω ∈ ΩΛ \ ΣΛ.

Thermodynamic limits. Let {Λi}∞i=1 be a sequence of finite subsets of ZZ.
We write Λi → ZZ, as i→∞, if for any finite Λ ∈ F we have Λ ⊂ Λi for all
i ≥ iΛ.

Let Λi → ZZ. Consider the Gibbs ensembles µΛi
. For every Λ ∈ F the

measure πΛΛi
µΛi

∈ MΛ is defined whenever Λ ⊂ Λi, i.e. for all sufficiently
large i. We call a measure ρ ∈ M a thermodynamic limit of the Gibbs
ensembles {µΛi

} if for each Λ ∈ F the sequence of measures {πΛΛi
µΛi
} weakly

converges to the measure πΛρ.
Next, let ξ ∈ ΣA be a fixed configuration, and again Λi → ZZ. For

each i, put ξi = ξ|Λc
i

and consider the Gibbs ensemble µΛi,ξi with boundary
condition ξi. We call a measure ρξ ∈ M a thermodynamic limit of Gibbs
ensembles µΛi,ξi , if for each Λ ∈ F the sequence of measures {πΛΛi

µΛi,ξi}
weakly converges to the measure πΛρξ.

Remark 2.2. One can easily verify that any thermodynamic limit measure
ρ is concentrated on ΣA, i.e. ρ(ΣA) = 1. The same is true for any ρξ.
Indeed, note that (πΛΛi

µΛi
)(ΣΛ) = 1, hence (πΛρ)(ΣΛ) = ρ(π−1

Λ (ΣΛ)) = 1,
and ΣA = ∩{π−1

Λ ΣΛ : Λ ∈ F}.

Theorem 2.2 There is at least one thermodynamic limit measure ρ. For
each ξ ∈ ΣA, at least one thermodynamic limit measure ρξ exists.

Proof. Let Λi → ZZ. For each Λ ∈ F the sequence of measures {πΛΛi
µΛi
}

on the finite set ΣΛ contains a subsequence that converges to a probability
measure on ΣΛ. Since there are countably many Λ ∈ F , we can apply a
standard diagonal argument and find a subsequence {ik} such that for every
finite Λ the sequence of measures {πΛΛik

µΛik
} converges to a probability

measure, ρΛ, on ΣΛ. The measures {ρΛ} obviously agree, i.e. πΛMρM = ρΛ

for all finite Λ ⊂M . Hence, the collection {ρΛ} defines a unique probability
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measure ρ ∈ M such that πΛρ = ρΛ for all Λ ∈ F . The measure ρ is a
thermodynamic limit of the Gibbs ensembles µΛik

. The existence of ρξ is
proved by exact same argument. 2

Remark 2.3. Later we will see that for any mixing TMC there is in fact ex-
actly one thermodynamic limit measure, ρ = ρξ, independent of the bound-
ary condition ξ. It only depends on the interaction Φ. We will arrive at this
conclusion much later, however.

The picture is quite different for nonmixing TMC’s, as the following ex-
amples show.

Example 2.1. Let A =

(
0 1
1 0

)
. The set ΣA consists of just two sequences

of alternating 1’s and 2’s. Call them ω(1) and ω(2) so that ω
(i)
0 = i. The shift

σ is transitive but not mixing. For simplicity, let Φ ≡ 0. Then ρ(ω(1)) =
ρ(ω(2)) = 1/2. But the measure ρξ depends on ξ ∈ ΣA. Check that ρξ(ξ) = 1
for each ξ ∈ ΣA. Note that ρξ is not σ-invariant for either ξ = ω(1) or
ξ = ω(2).

Example 2.2. Let A =

(
1 1
0 1

)
. The set ΣA is now countable, it contains

all sequences starting with all ones and ending with all twos. It also contains
two constant sequences, call them ω(1) and ω(2), consisting of all ones and
all twos, respectively. The shift σ is topologically transitive in the regular
sense (a dense orbit exists) but not in the sense of our version of transitivity:
there is no dense semiorbit, the matrix A is not irreducible. For simplicity,
let Φ ≡ 0. Now ρ is not unique, and depending on the sequence {Λi} one
can get any measure ρ such that ρ(ω(1)) = p and ρ(ω(2)) = q with p+ q = 1.
The same is true for ρξ, if only ξ 6= ω(1) and ξ 6= ω(2).

Gibbs states. A probability measure ν on Ω is called a Gibbs state if for
every Λ ∈ F there exists a probability measure νΛc on ΣΛc such that for all
ωΛ ∈ ΩΛ

(πΛν)(ωΛ) =
∫
ΣΛc

µΛ,ω′(ωΛ) dνΛc(ω′) (2.8)

where µΛ,ω′ is the Gibbs ensemble with boundary condition, as defined by
(2.7). Here ω′ ∈ ΣΛc is the variable of integration.

Remark 2.4. Note that ν(ΣA) = 1 for any Gibbs state ν. One can argue as
in Remark 2.2.
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Lemma 2.3 (i) Let fi : ΣΛi
→ IR be some functions. Assume that the

sequence of functions fi ◦ πΛi
on ΣA uniformly converges to a continuous

function f : ΣA → IR as i→∞ (and Λi → ZZ). Then

lim
i→∞

∑
ω∈ΣΛi

fi(ω)µΛi
(ω) =

∫
ΣA

f(ω) dρ(ω) (2.9)

(ii) Furthermore, (2.9) remains true if we substitute µΛi
7→ µΛi,ξi and ρ 7→ ρξ.

An important note: in the case (ii) the functions fi need only be defined
on ΣΛ,ξi , which is the support of the measure µΛi,ξi . The uniform convergence
is then understood in the sense supΣΛi,ξi

|fi − f | → 0.
The proof is left as an exercise.

Theorem 2.4 Any thermodynamic limit measure ρ of Gibbs ensembles µΛi

is a Gibbs state. For every configuration ξ ∈ ΣA, any thermodynamic limit
measure ρξ of Gibbs ensembles µΛi,ξi with boundary condition ξi = ξ|Λc

i
is a

Gibbs state.

Proof. To prove the first statement, we let Λ ⊂ Λi, ωΛ ∈ ΣΛ and write

(πΛΛi
µΛi

)(ωΛ) =
∑

ω′∈ΣΛi\Λ

µΛi
(ωΛ ∨ ω′)

=
∑

ω′∈ΣΛi\Λ

[
Z−1

Λi
e−U(ω′)

]
exp [−U(ωΛ)−W (ωΛ, ω

′)]

=
∑

ω′∈ΣΛi\Λ

[
(πΛi\Λ,Λi

µΛi
)(ω′)

]
µΛ,ω′(ωΛ) (2.10)

where for each ω′ ∈ ΣΛi\Λ

µΛ,ω′(ωΛ) := Z−1
Λ,ω′ exp [−U(ωΛ)−W (ωΛ, ω

′)]

(assuming that µΛ,ω′(ωΛ) = 0 if ωΛ ∨ ω′ /∈ ΣΛi
) and ZΛ,ω′ is the normalizing

factor:
ZΛ,ω′ :=

∑
ωΛ∈ΣΛ

exp [−U(ωΛ)−W (ωΛ, ω
′)]

Observe that the functions on ΣΛc defined by ω′ 7→ µΛ,πΛi\Λ(ω′)(ωΛ) uniformly

converge, as i → ∞, to the continuous function ω′ 7→ µΛ,ω′(ωΛ). Then we
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apply the result of Lemma 2.3 (i), adapted to the set ZZ \ Λ instead of ZZ,
and get

lim
i→∞

(πΛΛi
µΛi

)(ωΛ) =
∫
ΣΛc

µΛ,ω′(ωΛ) d(πΛcρ)(ω′)

This is equivalent to (2.8) by the definition of ρ. Observe that we can set
νΛc = πΛcρ in (2.8). This proves the first statement of Theorem 2.4.

To prove the second one, we use our handy notation ξi = ξ|Λc
i

and write

(πΛΛi
µΛi,ξi)(ωΛ) =

∑
ω′∈ΣΛi\Λ

µΛi,ξi(ωΛ ∨ ω′)

=
∑

ω′∈ΣΛi\Λ

[
Z−1

Λi,ξi
e−U(ω′)−W (ω′,ξi)

]
×

× exp [−U(ωΛ)−W (ωΛ, ω
′)− E(ωΛ, ξi, ω

′)]

=
∑

ω′∈ΣΛi\Λ

[
(πΛi\Λ,Λi

µΛi,ξi)(ω
′)
]
µΛ,ω′,ξi(ωΛ) (2.11)

where for each ω′ ∈ ΣΛi\Λ

µΛ,ω′,ξi(ωΛ) := Z−1
Λ,ω′,ξi

exp [−U(ωΛ)−W (ωΛ, ω
′)− E(ωΛ, ξi, ω

′)]

(assuming that µΛ,ω′,ξi(ωΛ) = 0 if ωΛ ∨ ω′ ∨ ξi /∈ ΣA) and ZΛ,ω′,ξi is the
normalizing factor:

ZΛ,ω′,ξi :=
∑

ωΛ∈ΣΛ

exp [−U(ωΛ)−W (ωΛ, ω
′)− E(ωΛ, ξi, ω

′)]

Then we use Lemma 2.3 (ii). Note that the new extra term E(ωΛ, ξi, ω
′) is

uniformly small as i→∞, cf. Lemma 2.1. 2

We will see that the Gibbs state is unique for any topologically mixing
TMC. For nonmixing TMC’s, there may be more than one Gibbs state, as
Examples 2.1 and 2.2 show. In this case one can show that the set of Gibbs
states is a compact convex subset of M, see [68] for further discussion.

Despite the assumed shift invariance of the interaction Φ, Gibbs states
may not be σ-invariant, as Example 2.1 shows. For mixing TMC’s, the
(unique) Gibbs state is, indeed, σ-invariant, but this fact will be established
much later.

Lemma 2.5 If ν is a Gibbs state, then its image under σ, call it ν∗ = σ∗ν,
is a Gibbs state. Hence, the set of all Gibbs states is σ-invariant.
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Proof. Since (πΛν
∗)(ωΛ) = (πΛ+1ν)(σ

−1ωΛ), it is enough to note that µΛ,ω′(ωΛ) =
µΛ+1,σ−1ω′(σ

−1ωΛ) and put ν∗Λc = νΛc+1. The details are left to the reader. 2

The equation (2.8) is remarkable in that it gives an exact formula for
the measures of cylinders, ν(C(ωΛ)), for any Gibbs state ν. This has many
important consequences.

Theorem 2.6 A probability measure ν on Ω is a Gibbs state if and only if
for any finite Λ ⊂ ZZ and two configurations ωΛ ∈ ΩΛ and ω′ ∈ ΩΛc, the
conditional ν-probability that ω|Λ = ωΛ, given that ω|Λc = ω′, is µΛ,ω′(ωΛ).

Proof. Let Λn = [−n, n]. For large n, such that Λ ⊂ Λn, put ω′n := ω′|Λn\Λ.
It is enough to prove that

lim
n→∞

ν(ωΛ ∨ ω′n)∑
ω′Λ∈ΩΛ

ν(ω′Λ ∨ ω′n)
→ µΛ,ω′(ωΛ)

Put ΣΛc
n,ω

′
n

= {ξ ∈ ΣΛc
n

: ω′n ∨ ξ ∈ ΣΛc}. According to (2.8), it is enough to
prove that

lim
n→∞

sup
ξ∈ΣΛc

n,ω′n

∣∣∣∣∣∣ µΛn,ξ(ωΛ ∨ ω′n)∑
ω′Λ∈ΩΛ

µΛn,ξ(ω
′
Λ ∨ ω′n)

− µΛ,ω′(ωΛ)

∣∣∣∣∣∣→ 0 (2.12)

In virtue of (2.7),

µΛn,ξ(ωΛ ∨ ω′n)∑
ω′Λ∈ΩΛ

µΛn,ξ(ω
′
Λ ∨ ω′n)

=
exp[−U(ωΛ ∨ ω′n)−W (ωΛ ∨ ω′n, ξ)]∑

ω′Λ∈ΩΛ
exp[−U(ω′Λ ∨ ω′n)−W (ω′Λ ∨ ω′n, ξ])

=
exp[−U(ωΛ)−W (ωΛ, ω

′
n)− E(ωΛ, ξ, ω

′
n)]∑

ω′Λ∈ΩΛ
exp[−U(ω′Λ)−W (ω′Λ, ω

′
n)− E(ω′Λ, ξ, ω

′
n)]

→ exp[−U(ωΛ)−W (ωΛ, ω
′)]∑

ω′Λ∈ΩΛ
exp[−U(ω′Λ)−W (ω′Λ, ω

′)]

as n→∞, uniformly in ξ ∈ ΣΛc
n,ω

′
n

(again, employ Lemma 2.1). This proves
(2.12) and Theorem 2.6. 2

In physics, Gibbs states are measures given by their conditional distribu-
tions on finite configurations, as in Theorem 2.6, or by a set of equations,
such as (2.8), called DLR equations [68].
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The following examples cover a few rare cases where the thermodynamic
limit measures can be computed directly.

Example 2.3. Assume that aij ≡ 1, so that (ΣA, σ) = (Ω, σ) is a full shift.
Let Φ({i}) = ψi for 1 ≤ i ≤ m, and Φ(ωΛ) = 0 for all intervals Λ of
length ≥ 2. Then the only thermodynamic limit measure ρ is a Bernoulli
measure on Ω, i.e. a direct product of identical measures, p, on S, such that
p(i) = e−ψi/

∑
j e

−ψj .

Example 2.4. Assume again that ΣA = Ω, a full shift. Let Φ(ωΛ) = 0 unless
Λ = {n, n + 1} is an interval of length two. Put Φ(ωn, ωn+1) = ψωn,ωn+1 ,
so that the m × m matrix (ψij) completely determines the interaction Φ.
Now the only thermodynamic limit measure ρ is a Markov measure on Ω.
To see that, consider the m ×m matrix with entries bij = e−ψij . Its entries
are positive, so the Perron-Frobenius theorem for positive matrices [33, 73]
implies that its largest eigenvalue λ is real positive and simple, and the
corresponding left and right eigenvectors, call them U = (ui) and V = (vi),
respectively, have positive components. Assume that U and V are normalized
so that

∑
i uivi = 1. By taking a thermodynamic limit one can show that for

any word ω0 · · ·ωn ∈ Ω[0,n]

(π[0,n]ρ)(ω0 · · ·ωn) = λ−nuω0bω0ω1bω1ω2 · · · bωn−1ωnvωn

This is obviously a Markov measure with transition probabilities πij = λ−1bijvj/vi
and stationary vector pi = uivi.

Example 2.5. We can adapt the previous example to any proper subshift,
ΣA 6= Ω, which is mixing. In this case the characteristic matrix B = (bij) has
entries bij = aije

−ψij . The Perron-Frobenius theorem applies since Bk > 0
for some k > 0. In particular, for Φ ≡ 0 we obtain a Markov measure, also
called Parry measure, on ΣA, cf. 3.3.f in [44]. For this measure λ is the
largest eigenvalue of the transition matrix A, since B = A.

We now discuss more detailed properties of Gibbs states. The discussion
is restricted to topologically mixing TMC’s, which we call just mixing, for
brevity. Recall that (ΣA, σ) is mixing iff Ak > 0 for some k ≥ 1.

The following lemma is a modification of a standard one, see Lemma 1.18
in [11].

Lemma 2.7 Let {an}∞n=1 be a sequence of real numbers such that |am+n −
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am − an| ≤ R for all m,n ≥ 1 and some constant R > 0. Then P :=
limn→∞ an/n exists. Furthermore, |an − Pn| ≤ 2R for all n.

Proof. Fix an m ≥ 1. For n ≥ 1, write n = km+ l with 0 ≤ l ≤ m− 1. Then
it follows by induction on k that |an − kam − al| ≤ kR. Hence,∣∣∣∣∣ann − kam

km+ l
− al
km+ l

∣∣∣∣∣ ≤ kR

km+ l

Letting n→∞ gives

am
m
− R

m
≤ lim inf

n

an
n
≤ lim sup

n

an
n
≤ am

m
+
R

m

Hence, P := lim an/n exists. Next, assume that am > Pm + 2R for some
m. Then a2nm > 2nmP + (2n + 1)R which follows by induction on n. Hence
lim sup an/n ≥ P + R/m, a contradiction. A similar contradiction results
from the assumption am < Pm− 2R. 2

Let F and G be any variable quantities. We adopt notation

F ^
_ G ⇐⇒ C1 ≤ F/G ≤ C2

for some constants C1, C2 > 0, that only depend on the interaction Φ and
the transition matrix A.

Theorem 2.8 (Partition functions) Let (ΣA, σ) be mixing. For n ≥ 1,
put Λn = [0, n− 1], an interval of length n. There is a finite limit

P = lim
n→∞

1

n
lnZΛn (2.13)

Moreover,
ZΛn

^
_ ePn (2.14)

and
ZΛn,ξ

^
_ ePn (2.15)

for any ξ ∈ ΣΛc
n
.
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Definition. We call the number P = PΦ the (topological) pressure of the
interaction Φ for the TMC (ΣA, σ).

Proof. To prove (2.13) and (2.14) it is enough to show that

R := sup
m,n

| lnZΛm+n − lnZΛm − lnZΛn| <∞

and apply the previous lemma to the sequence an = lnZΛn . So, we need to
show that

ZΛm+n

^
_ ZΛmZΛn (2.16)

For fixed n,m, put Λn = [0, n− 1], Λ′
k = [n, n+ k− 1], and Λ′

m = [n+ k, n+
k+m−1], so that Λn∪Λ′

k∪Λ′
m = Λn+k+m := [0, n+m+k−1]. Since Ak > 0

is an entirely positive matrix, then for any ω1 ∈ ΣΛn and ω2 ∈ ΣΛ′
m

there is
an ω′ ∈ ΣΛ′

k
such that ω1 ∨ω′ ∨ω2 ∈ ΣΛn+k+m

. The number of configurations

ω′ satisfying the above condition is obviously ≤ |S|k =const. Therefore

ZΛn+k+m
=

∑
ω∈ΣΛn+k+m

exp[−U(ω)]

=
∑

ω1∈ΣΛn

∑
ω2∈ΣΛ′m

exp[−U(ω1)] exp[−U(ω2)]×

×
∑

ω′∈ΣΛ′
k

∗
exp[−U(ω′)−W (ω′, ω1 ∨ ω2)]

where the inner sum
∑∗ is taken over ω′ such that ω1∨ω′∨ω2 ∈ ΣΛn+k+m

. The
last exponential is uniformly bounded away from 0 and ∞, cf. Lemma 2.1.
Hence ZΛn+k+m

^
_ ZΛmZΛn . Redoing the above calculation with m = 0 shows

that ZΛn+k

^
_ ZΛn . Hence ZΛm+n+k

^
_ ZΛm+n . This proves (2.16), hence (2.13)

and (2.14).
To prove (2.15), it is enough to show that

ZΛn,ξ
^
_ ZΛn−2k

(2.17)

because ZΛn−2k

^
_ ZΛn . We have

ZΛn,ξ =
∑

ω∈ΣΛn,ξ

exp[−U(ω)−W (ω, ξ)]

=
∑

ω1∈Σ[k,n−k−1]

exp[−U(ω1)]×

×
∑

ω′∈Σ[0,k−1]

∗ ∑
ω′′∈Σ[n−k,n−1]

∗
exp[−U(ω′)− U(ω′′)−W (ω1, ω

′ ∨ ω′′)−W (ω, ξ)]
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where the inner sums are taken over ω′, ω′′ such that ω′ ∨ ω1 ∨ ω′′ ∈ ΣΛn .
The last exponential is uniformly bounded away from 0 and ∞ (we employ
again Lemma 2.1). There is at least one ω′ and at least one ω′′ in the last
two sums, and there are no more than |S|2k =const of pairs of ω′, ω′′. This
proves (2.17) and (2.15). 2

The exact formula (2.8) is very helpful, but it has a shortcoming: the
integrand may be zero, which happens exactly when ωΛ ∨ ω′ /∈ ΣA. For
mixing TMC’s, there is the following improvement of (2.8):

Lemma 2.9 Let (ΣA, σ) be mixing and ν be a Gibbs state. Let Λ ∈ I be
an interval of length |Λ| = n, and let Λ′ and Λ′′ two intervals of length k
adjacent to Λ on both sides, so that M = Λ′ ∪ Λ ∪ Λ′′ is a longer interval of
length n+ 2k. Then for any ωΛ ∈ ΣΛ

(πΛν)(ωΛ) =
∫
ΣMc

(πΛMµM,ξ)(ωΛ) dνMc(ξ) (2.18)

Here
(πΛMµM,ξ)(ωΛ) =

∑
ω′

∗∑
ω′′

∗
µM,ξ(ωΛ ∨ ω′ ∨ ω′′) (2.19)

where the sums are taken over ω′ ∈ ΣΛ′ and ω′′ ∈ ΣΛ′′ such that ωΛ ∨ ω′ ∨
ω′′ ∨ ξ ∈ ΣA. Furthermore,

(πΛMµM,ξ)(ωΛ) ^_ exp[−Pn− U(ωΛ)] (2.20)

for any ξ ∈ ΣMc. In particular, the integrand in (2.18) is never zero.

Proof. The equations (2.18) and (2.19) follow from (2.8) immediately. To
prove (2.20), we observe three facts: (i) for each pair ω′, ω′′ in (2.19)

exp[−U(ωΛ ∨ ω′ ∨ ω′′)−W (ωΛ ∨ ω′ ∨ ω′′, ξ)] ^_ exp[−U(ωΛ)]

by the Lemma 2.1, (ii) ZM,ξ
^
_ ePn+2Pk ^

_ ePn due to (2.15). In addition, the
mixing of (ΣA, σ) implies that (iii) for every ξ ∈ ΣMc there is at least one
pair of ω′, ω′′ in (2.19), and the total number of such pairs does not exceed
|S|2k =const. Now (2.20) follows from the facts (i)-(iii) easily. 2
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Theorem 2.10 Let (ΣA, σ) be mixing and ν be a Gibbs state. There are
constants c1, c2 > 0 such that for any interval Λ ∈ I of length |Λ| = n and
ωΛ ∈ ΣΛ

c1 ≤
ν(C(ωΛ))

exp[−Pn− U(ωΛ)]
≤ c2 (2.21)

where C(ωΛ) = π−1
Λ (ωΛ) is a cylinder for the configuration ωΛ.

Proof. This follows from Lemma 2.9, because the integration in (2.18) is just
averaging, which preserves the upper and lower uniform bounds obtained in
(2.20). 2

Remark 2.5. The ν-measure of every cylinder C(ωΛ) ⊂ ΣA is positive due to
(2.21). Hence ν(U) > 0 for every open set U ⊂ ΣA, i.e. ν has full support
on ΣA.

Theorem 2.11 (Uniqueness of Gibbs states) Let (ΣA, σ) be mixing. Then
the Gibbs state ν = νΦ is unique.

Proof. Let ν, ν ′ be two distinct Gibbs states. Then ν− ν ′ is a signed measure
on ΣA with norm ||ν − ν ′|| > 0. Note that

||ν − ν ′|| = lim
n→∞

∑
ωΛn∈ΣΛn

|(ν − ν ′)(C(ωΛn))|

= lim
n

∑
ωΛn∈ΣΛn

∣∣∣∣∣
∫
ΣMc

n

(πΛnMnµMn,ξ)(ωΛ) d(νMc
n
− ν ′Mc

n
)(ξ)

∣∣∣∣∣(2.22)

where Λn = [−n, n], M = [−n− k, n+ k], and we used (2.18).
We now need two lemmas on signed measures.

Lemma 2.12 . Let µ be a signed measure, ||µ|| <∞, on a measurable space
X. Let f1, . . . , fN be nonnegative real-valued measurable functions on X such
that f1 + · · ·+ fn = K =const. Then |µ(f1)|+ · · ·+ |µ(fN)| ≤ K||µ||.

Proof. By the Hahn decomposition theorem [66], there is a partition X =
X+ ∪ X−, X+ ∩ X− = ∅ such that µ = µ+ − µ−, where µ+ and µ− are
(nonnegative) measures concentrated onX+ andX−, respectively, and ||µ|| =

30



||µ+||+ ||µ−||. Let fi = fi+ + fi−, where fi+ ≡ 0 on X− and fi− ≡ 0 on X+.
Then µ(fi) = µ+(fi+)− µ−(fi−), and the lemma follows from∑

i

|µ(fi)| ≤
∑
i

µ+(fi+) +
∑
i

µ−(fi−)

= µ+

(∑
i

fi+

)
+ µ−

(∑
i

fi−

)
= K||µ+||+K||µ−||

Lemma 2.13 . Under the conditions of the previous lemma, let µ(X) = 0
and let fi(x) ≥ εfi(x

′) for all x, x′ ∈ X, 1 ≤ i ≤ N , and some constant
ε > 0. Then |µ(f1)|+ · · ·+ |µ(fN)| ≤ (1− ε)K||µ||.

Proof. Fix an x′ ∈ X and define gi(x) = fi(x)− εfi(x
′) for 1 ≤ i ≤ N . Note

that gi ≥ 0 and
∑
i gi = (1 − ε)K. Since µ(X) = 0, we have µ(gi) = µ(fi).

Then we just apply the previous lemma to the functions gi. 2

We now get back to (2.22). Observe that for each ωΛn ∈ ΣΛn

(πΛnMnµMn,ξ)(ωΛ) ≥ ε · (πΛnMnµMn,ξ′)(ωΛ)

for all ξ, ξ′ ∈ ΣMc
n

and some constant ε > 0, due to (2.20). Then the last
lemma implies

||ν − ν ′|| ≤ (1− ε)||νMc
n
− ν ′Mc

n
|| ≤ (1− ε)||ν − ν ′||

hence ||ν − ν ′|| = 0, so that ν = ν ′. Theorem 2.11 is proved. 2

Corollary 2.14 Let (ΣA, σ) be mixing. Then the unique Gibbs state ν is
σ-invariant.

Proof: see Lemma 2.5.

Theorem 2.15 Let (ΣA, σ) be mixing. Then the unique Gibbs state ν is
ergodic.
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Proof. The proof will be based solely on the relation (2.21) and the σ-
invariance of ν (the last corollary). This generality of the argument will
be essential later.

We will show that for any measurable sets C1, C2 ⊂ ΣA

lim inf
n→∞

ν(C1 ∩ σ−nC2)
^
_ ν(C1)ν(C2) (2.23)

From this, the ergodicity follows immediately.
As usual, it is enough to prove the so called cluster property (2.23) for

cylinders, so we assume that C1 = C(ωΛ1) and C2 = C(ωΛ2) for some intervals
Λ1,Λ2 of lengths |Λ1| = n1, |Λ2| = n2 and admissible configurations ωΛ1 , ωΛ2 .
For large n, we have ln :=dist(Λ1,Λ2 + n) > 2k. Then we partition the
interval between Λ1 and Λ2 +n into three subintervals: the left one (adjacent
to Λ1) of length k, call it Λ′, the right one (adjacent to Λ2 + n) of length k,
call it Λ′′, and the middle one in between of length ln − 2k, call it Λ. Then

ν(C(ωΛ1) ∩ σ−nC(ωΛ2)) =
∑

ωΛ∈ΣΛ

∑
ω′

∑
ω′′
ν(C(ωΛ1 ∨ ω′ ∨ ωΛ ∨ ω′′ ∨ σ−nωΛ2))

^
_

∑
ωΛ∈ΣΛ

∑
ω′

∑
ω′′

exp[−P (n1 + n2 + ln)

−U(ωΛ1 ∨ ω′ ∨ ωΛ ∨ ω′′ ∨ σ−nωΛ2)] (2.24)

where the inner sums are taken over ω′ ∈ ΣΛ′ and ω′′ ∈ ΣΛ′′ such that the
configuration ωΛ1 ∨ω′∨ωΛ∨ω′′∨σ−nωΛ2 is admissible. There is at least one
such pair of ω′, ω′′, and the number of such pairs is ≤ |S|2k =const. Now,
observe that

|U(ωΛ1 ∨ ω′ ∨ ωΛ ∨ ω′′ ∨ σ−nωΛ2)− U(ωΛ1)− U(ωΛ)− U(ωΛ2)| ≤ const

by Lemma 2.1. Also, e−Pln ^
_ e−P (ln−2k), and∑

ωΛ∈ΣΛ

exp[−P (ln − 2k)− U(ωΛ)] ^_
∑

ωΛ∈ΣΛ

ν(C(ωΛ)) = 1

due to (2.21). Combining these facts and (2.24) proves (2.23) and Theo-
rem 2.15. 2

Remark 2.6. The relation (2.23) actually implies more than ergodicity for
ν, it is equivalent to the strong mixing of ν, cf. Proposition 20.3.6 in [43].
We do not need this for the moment, and will later obtain an even stronger
property – exponential mixing.
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Corollary 2.16 If Φ1 and Φ2 are two interactions satisfying (Φ1) and (Φ2),
then their Gibbs states νΦ1 and νΦ2 either coincide or are mutually singular.
The latter means that there is a B ⊂ ΣA such that νΦ1(B) = 1 and νΦ2(B) = 0
(of course, the set B can be neither open nor closed).

2.2 Gibbs measures

The machinery of Gibbs states developed in statistical physics was adapted to
hyperbolic dynamical systems with Markov partitions by Sinai [76], Bowen
[11] and Ruelle [68]. In their works, an alternative construction of Gibbs
measures was developed.

Hölder continuous functions. Let (ΣA, σ) be a TMC and ϕ ∈ C(ΣA) a
real-valued continuous function. For each n ≥ 1 put

varnϕ = sup{|ϕ(ω)− ϕ(ω′)| : ωi = ω′i ∀|i| ≤ n}

Since ϕ is uniformly continuous, varnϕ→ 0 as n→∞.
We introduce the class of Hölder continuous functions on ΣA. For any

0 < α < 1 define a metric dα on ΣA such that dα(ω, ω
′) = αn, where n =

1 + max{n ≥ 0 : ωi = ω′i ∀|i| < n} (in the case ω0 6= ω′0 we set n = 0). A
function ϕ on ΣA will be Hölder continuous with respect to any (and then
all) dα if varnϕ ≤ b θn for some b > 0 and θ ∈ (0, 1) and all n ≥ 0. For
0 < θ < 1, let

Hθ(ΣA) = {ϕ : sup
n
θ−nvarnϕ < +∞}

Obviously, Hθ1(ΣA) ⊂ Hθ2(ΣA) if θ1 < θ2. This gives a “filtration” of the
space of all Hölder continuous functions

H(ΣA) = ∪0<θ<1Hθ(ΣA)

For n ≥ 0, denote by Snϕ the function

Snϕ(ω) =
n−1∑
i=0

ϕ(σiω)

called a partial (or ergodic) sum.
Next, let n ≥ 0 and

FRn(ΣA) = {ϕ : ϕ(ω) = ϕ(ω′) if ωi = ω′i ∀|i| ≤ n}
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Then FR(ΣA) = ∪nFRn(ΣA) is the class of all “finite range” functions.

Definition of Gibbs measures. Let (ΣA, σ) be mixing and ϕ ∈ H(ΣA). A
σ-invariant Borel probability measure ρ on ΣA is called a Gibbs measure for
the potential function ϕ if there are constants c1, c2 > 0 and P such that for
any interval Λ = [0, n− 1] of length n and ωΛ ∈ ΣΛ

c1 ≤
ρ(C(ωΛ))

exp[−Pn+ Snϕ(ω)]
≤ c2 (2.25)

with any ω ∈ C(ωΛ).

Remark 2.7. Let Λ = [0, n−1] and ω, ω′ ∈ C(ωΛ). Suppose that varnϕ ≤ bθn

for all n ≥ 1. Then

|Snϕ(ω)− Snϕ(ω′)| ≤ 2b/(1− θ) = const

This explains why the choice of ω ∈ C(ωΛ) in (2.25) does not matter.

Remark 2.8 The requirement of σ-invariance cannot be dropped: there is
a measure ρ on some ΣA that satisfies (2.25) and is not σ-invariant. For
example, let ΣA = Ω, a full shift, and ϕ ≡ 0. Let ρ0 be the Bernoulli
measure with uniform distribution, i.e. ρ0(C(i)) = 1/|S| for all 1 ≤ i ≤ |S|.
Then take ρ = gρ0, where g is any positive density on Ω bounded away from
0 and ∞ and normalized by ρ0(g) = 1.

Definition. Let (ΣA, σ) be mixing and ϕ ∈ H(ΣA). Let n ≥ 1, Λ = [0, n−1],
and

Zn(ϕ) =
∑

ωΛ∈ΣΛ

exp[ sup
C(ωΛ)

Snϕ] (2.26)

Then the number

Pϕ = lim sup
n→∞

1

n
lnZn(ϕ) (2.27)

is called the (topological) pressure of the function ϕ on ΣA.

Lemma 2.17 Let (ΣA, σ) be mixing, ϕ ∈ H(ΣA) and ρ a Gibbs measure for
the potential ϕ. Then the value P in (2.25) coincides with Pϕ. Moreover, if
we redefine (2.26), more generally, by picking an arbitrary point ω in every
cylinder C(ωΛ) and setting

Zn(ϕ) =
∑

ωΛ∈ΣΛ, ω∈C(ωΛ)

exp[Snϕ(ω)]
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then
Zn(ϕ) ^_ ePϕn (2.28)

In particular, Pϕ = limn
1
n

lnZn(ϕ) in (2.27).

Proof. Note that ∑
ωΛ∈ΣΛ

ρ(C(ωΛ)) = 1

hence (2.25) implies ∑
ωΛ∈ΣΛ

exp[−Pn+ Snϕ(ω)] ^_ 1

which proves (2.28) with P = Pϕ. Lemma 2.17 follows. 2

Theorem 2.18 Let (ΣA, σ) be mixing, ϕ ∈ H(ΣA) and ρ a Gibbs measure
for the potential ϕ. Then the measure-theoretic entropy of ρ is given by

hρ(σ) = Pϕ −
∫
ΣA

ϕ(ω) dρ

Proof. Let ξ be the partition of ΣA into cylinders C(i) = {ω ∈ ΣA : ω0 = i},
and put

ξn = ξ ∨ σ−1ξ ∨ · · · ∨ σ−n+1ξ

Since ξ is a generating partition, then hρ(σ) = limn→∞ n−1Hρ(ξn).
Note that each atom B ∈ ξn is a cylinder, B = C(ω[0, n − 1]) based on

the interval [0, n−1]. Therefore, ρ(B) ^_ exp[−Pn+Snϕ(ωB)] where ωB ∈ B
is an arbitrary point, and we have

Hρ(ξn) = −
∑
B∈ξn

ρ(B) ln ρ(B)

= −
∑
B∈ξn

ρ(B) [−Pn+ Snϕ(ωB)] +O(1)

= Pn−
∫
ΣA

Snϕ(ω) dρ+O(1) (2.29)

where O(1) stands for a uniformly bounded quantity. At the last step, we
used Remark 2.7.
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Since ρ is σ-invariant, we have∫
ΣA

Snϕ(ω) dρ = n
∫
ΣA

ϕ(ω) dρ

Substituting this in (2.29), dividing by n and letting n → ∞ proves the
theorem. 2

There is a remarkable similarity between the relations (2.21) and (2.25).
In addition, both measures, ν in (2.21) and ρ in (2.25), are σ-invariant. We
will use this analogy to prove the following:

Theorem 2.19 Any Gibbs measure ρ for a potential ϕ ∈ H(ΣA) is ergodic.

Proof. Just like (2.21) and the σ-invariance of ν implied the ergodicity of ν
in the proof of Theorem 2.15, we now obtain the ergodicity of ρ. The proof
of Theorem 2.15 carries over with only minor technical modifications, which
we leave out. 2

Theorem 2.20 (Existence and uniqueness of Gibbs measures) Let (ΣA, σ)
be mixing. For any ϕ ∈ H(ΣA) there is a unique Gibbs measure ρ = ρϕ.

Proof. We prove the uniqueness first. Let ρ and ρ′ be two Gibbs measures
for the same potential ϕ. Then they have the same value P = Pϕ, due to
Lemma 2.17. Hence, (2.25), which holds for both ρ and ρ′, implies

c1
c2
≤ ρ(C(ωΛ))

ρ′(C(ωΛ))
≤ c2
c1

for any cylinder C(ωΛ) ⊂ ΣA. Thus, the measures ρ and ρ′ are equivalent
(absolutely continuous with respect to each other). Since both are ergodic,
they must coincide, cf. 3.6.a in [44].

The existence of ρ will follow from the next theorem. 2

Theorem 2.21 (Gibbs measures = Gibbs states) The class of Gibbs states
{νΦ} on ΣA coincides with that of Gibbs measures {ρϕ} in the following
sense. For any interaction Φ satisfying (Φ1) and (Φ2) there is a potential
ϕ ∈ H(ΣA) such that ρϕ exists, ρϕ = νΦ and Pϕ = PΦ. Conversely, for any
potential ϕ ∈ H(ΣA) there is an interaction Φ satisfying (Φ1) and (Φ2) such
that νΦ is the Gibbs measure ρϕ and PΦ = Pϕ.
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Proof. Let Φ be an interaction. Put

ϕ(ω) = −
∞∑
n=0

Φ(ω|[0,n]) (2.30)

Observe that for Λ = [0, n−1] we have Snϕ(ω) = −U(ω|Λ)−W (ω|Λ, ω|[n,+∞)).
Since theW term is uniformly bounded, cf. Lemma 2.1, we have exp[Snϕ(ω)] ^_
exp[−U(ω|Λ)]. Now (2.25) follows from (2.21), hence ρϕ exists and coincides
with νΦ.

Conversely, let ϕ ∈ H(ΣA) be a potential function. We can write ϕ =∑∞
n=0 ϕn where ϕn ∈ FRn(ΣA) and |ϕn| ≤ varn−1ϕ for all n ≥ 1. The func-

tions ϕn can be defined inductively in the following way. Given ϕ0, . . . , ϕn−1

and a cylinder C = C(ω[−n,n]) ⊂ ΣA, we pick an arbitrary ω′ ∈ C and put
ϕn(ω) ≡ ϕ(ω′)−∑n−1

i=0 ϕi(ω
′) for all ω ∈ C.

Next, we set Φ(ω[−n,n]) = −ϕn(ω) for any ω ∈ C(ωΛ). This defines Φ
on all intervals [−n, n] and then on their translates [−n + k, n + k] by the
property (Φ1). On all the intervals of even length we set Φ to zero. One can
easily verify that if ϕ ∈ Hθ′(ΣA), then Φ satisfies (Φ2) with θ = θ′1/2. Then
the interaction Φ has a Gibbs state, νΦ.

Next, observe that
Snϕ(ω) = −

∑
Λ

∗
Φ(ω|Λ)

where
∑∗ extends over intervals Λ such that |Λ ∩ [0, n− 1]| > |Λ|/2. It then

follows from Lemma 2.1 that

|Snϕ(ω) + U(ω|[0,n−1])| ≤ const

Now (2.25) with ρ = νΦ follows from (2.21), hence νΦ is the Gibbs measure
for the potential ϕ. Note that this proves the existence of a Gibbs measure
for any ϕ ∈ H(ΣA). 2

Remark 2.9. Given an interaction, Φ, there are many ways to define a po-
tential ϕ with the same Gibbs measure. For example, we can set ϕ(ω) =∑∞
n=1 Φ(ω|Λn) where {Λn} is any sequence of intervals of length |Λn| = n

that contain 0. Alternatively, one can put ϕ(ω) =
∑

Λ∈I,0∈Λ |Λ|−1Φ(ω|Λ).
Similarly, there are many ways to define an interaction Φ given a potential
ϕ, with the same Gibbs state.

Remark 2.10. The definition (2.30) has an advantage that the potential ϕ
depends only on nonnegative coordinates, i.e. ϕ(ω) = ϕ(ω′) if ωi = ω′i for
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all i ≥ 0. Therefore, for any potential function ϕ′ ∈ H(ΣA) there exists
another function, ϕ ∈ H(ΣA), that depends only on nonnegative coordinates
and such that ρϕ = ρϕ′ .

Theorems 2.19 and 2.20 have an immediate corollary.

Corollary 2.22 If ϕ and ψ are two potential functions, then their Gibbs
measures ρϕ and ρψ either coincide or are mutually singular.

It is interesting to know when ρϕ = ρψ.

Definition. We call two functions ϕ, ψ ∈ H(ΣA) cohomologous (with respect
to the shift σ), denoted by ϕ ∼ ψ if

ϕ = ψ +K − u+ u ◦ σ (2.31)

for some constant K and some function u : ΣA → IR. This is obviously an
equivalence relation on H(ΣA).

Theorem 2.23 Let (ΣA, σ) be mixing, and ϕ, ψ ∈ H(ΣA). The following
conditions are equivalent:
(i) ρϕ = ρψ.
(ii) There is a constant K such that Snϕ(ω)−Snψ(ω) = nK whenever σnω =
ω.
(iii) ϕ ∼ ψ in the sense (2.31) with some Hölder continuous function u; see
also remarks after the proof.
(iv) There are constant K and L such that |Snϕ(ω)−Snψ(ω)−nK| ≤ L for
all ω and n ≥ 1.
If these conditions hold, then K = Pϕ − Pψ.

Proof. The implication (iii)⇒(iv) is obvious. To prove (iv)⇒(i), replace Snϕ
by Snψ in (2.25) and observe that c1, c2 change by at most a factor of eL, P
decreases by K, and ρ will remain unchanged.

We now prove (i)⇒(ii). Let σnω = ω and j ≥ 1. The bounds (2.25)
imply

c1
c2
≤ exp[−Pϕj + Sjϕ(ω)]

exp[−Pψj + Sjψ(ω)]
≤ c2
c1

(2.32)

Now put j = nr, r ≥ 1, and notice that Sjϕ(ω) = rSnϕ(ω). Substituting
these in (2.32) and letting r →∞ gives (ii) with K = Pϕ − Pψ.
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Lastly, we prove (ii)⇒(iii). Since the shift σ : ΣA → ΣA is mixing, there
is an ω ∈ ΣA whose positive semiorbit O+(ω) := {σnω}∞n=1 is dense in ΣA.
Denote v = ϕ− ψ −K ∈ H(ΣA). We define u : O+(ω) → IR by

u(σnω) =
n−1∑
j=0

v(σjω)

Note that ω cannot be a periodic point, so the function u is well defined on
O+(ω). There is a standard ‘closing’ argument showing that u extends to
ΣA by continuity and becomes a Hölder continuous function. It is enough to
check that whenever σpω and σqω agree in places −r to r (i.e. belong in one
cylinder C(ω[−r,r]) ⊂ ΣA), then

|u(σpω)− u(σqω)| =

∣∣∣∣∣∣
q−1∑
j=p

v(σjω)

∣∣∣∣∣∣ ≤ bθr (2.33)

for some constants b > 0 and θ ∈ (0, 1) (we assume, without loss of generality,
p < q). Consider a periodic point ω∗ ∈ ΣA defined by

ω∗i = ωt for i ≡ t (mod q − p)

where p ≤ t < q. Since ω∗ is periodic with period q−p, we have
∑q−1
j=p v(σ

jω∗) =
0 by (ii). For each j = p, . . . , q − 1, the sequences σjω and σjω∗ agree in
places p− r − j through q + r − j, hence

|v(σjω)− v(σjω∗)| ≤ b1θ
min{r+j−p,r+q−j}
1

with some b1 > 0 and θ1 ∈ (0, 1), by the Hölder continuity of v. Adding up
for j = p, . . . , q − 1 gives (2.33). Hence, indeed, the extension of u to ΣA is
Hölder continuous. Lastly, note that

u(σω′)− u(ω′) = v(ω′)

for all ω′ ∈ O+(ω), and this equation extends to ΣA by continuity. 2

It is also interesting to investigate the equation (2.31) for u, assuming
that ϕ, ψ ∈ H(ΣA) are given. Then (2.31) is called a cohomological equation.

Let (2.31) hold with an arbitrary function u (maybe not even measur-
able!). Then (2.31) has a Hölder continuous solution u. Indeed, it is enough
to verify the condition (ii) of the above theorem.
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Next, assume that u, u′ are two solutions of the equation (2.31). By
inspection one can show that the difference u− u′ is constant on each orbit
{σnω}+∞

n=−∞. This observation has a few interesting implications:
(a) A Hölder continuous solution u of the equation (2.31) is unique, up to an
additive constant.
(b) If a solution u is continuous, then it is Hölder continuous.
(c) Let u be measurable, and ν any σ-invariant ergodic measure on ΣA. Then
u is Hölder continuous mod 0, i.e. up to a set of ν-measure zero. (This follows
from the Birkhoff ergodic theorem.)

Remark 2.11. As it follows now from Remark 2.10, for any potential ψ ∈
H(ΣA) there is a cohomologous potential ϕ ∼ ψ that depends only on non-
negative coordinates. A direct proof of this fact is given by Bowen [11].

Ruelle-Perron-Frobenius operator. We will prove more advanced prop-
erties of Gibbs measures, and that requires a different apparatus. Consider
the symbolic space

Σ+
A = {x ∈

∞∏
i=0

{1, . . . ,m} : Axixi+1
= 1 for all i ≥ 0}

of one-sided admissible sequences, with the shift σ : Σ+
A → Σ+

A defined by
(σ(x))i = xi+1. Now σ is a finite-to-one continuous map of Σ+

A onto itself.
Note that σ : Σ+

A → Σ+
A is mixing iff Ak > 0 for some k ≥ 1. Denote by C(Σ+

A)
the space of continuous functions on Σ+

A. Any function f ∈ C(Σ+
A) can be

naturally extended to ΣA by f(ω) := f(ω|[0,+∞)), so that C(Σ+
A) is identified

with a subspace of C(ΣA) consisting of functions depending on nonnegative
coordinates. Then we put H(Σ+

A) = C(Σ+
A) ∩ H(ΣA), the space of Hölder

continuous functions on Σ+
A. Similarly, FRn(Σ

+
A) = C(Σ+

A) ∩ FRn(ΣA).
For any Λ ⊂ [0,+∞) we denote by C+(ωΛ) ⊂ Σ+

A the cylinder for a given
configuration ωΛ.

Remark 2.12. Let (Σ+
A, σ) be mixing and C+(ω[0,n]) ⊂ Σ+

A a cylinder. Then
σn+kC+(ω[0,n]) = Σ+

A.

Let ϕ ∈ C(Σ+
A). We define the Ruelle-Perron-Frobenius operator L = Lϕ

on the space C(Σ+
A) by

(Lϕf)(x) =
∑

y∈σ−1x

eϕ(y)f(y) (2.34)
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It has an adjoint operator, L∗, on the space C∗(Σ+
A) of linear functionals on

C(Σ+
A) defined by

(L∗g)(f) = g(Lf)

for all g ∈ C∗(Σ+
A) and f ∈ C(Σ+

A). Observe that L takes positive functions to
positive functions, hence L∗ takes measures to measures. However, neither
L nor L∗ preserves norm in the corresponding space.

Remark 2.13. By induction on n, one can show that

(Lnϕf)(x) =
∑

y∈σ−nx

eSnϕ(y)f(y) (2.35)

In particular, if χC is the characteristic function of a cylinder C = C+(ω[0,n]) ⊂
Σ+
A, then one can use (2.35) to obtain that

LjϕχC ≥ e−j||ϕ|| > 0 (2.36)

for all j ≥ n+ k.

Remark 2.14. It is a simple exercise to check that for any f, g ∈ C(Σ+
A) we

have L(f ·(g◦σ)) = (Lf) ·g. Hence, by induction, Ln(f ·(g◦σn)) = (Lnf) ·g.

Remark 2.15. The operator (2.34) is a generalization of the classical Perron-
Frobenius operator for interval maps. The term eϕ(y) plays the role of the
reciprocal of the derivative, and f plays the role of a density.

Theorem 2.24 (Ruelle-Perron-Frobenius) Let (Σ+
A, σ) be mixing, ϕ ∈

H(Σ+
A), and L = Lϕ as defined above. There is a λ > 0, a function h ∈

C(Σ+
A), h > 0, and a probability measure ν on Σ+

A such that

Lh = λh and L∗ν = λν (2.37)

and ν(h) = 1. Furthermore,

lim
n→∞

||λ−nLng − ν(g) · h|| = 0 (2.38)

for all g ∈ C(Σ+
A).

41



Note similarities between this theorem and Examples 2.7 and 2.8. The
value λ > 0 is the largest (leading) eigenvalue of L. The function h > 0 is the
corresponding (right) eigenvector, and the positive functional ν (=measure)
is the corresponding adjoint (left) eigenvector. The eigenvectors h and ν are
normalized so that ν(h) = 1. We will see later that the invariant (Gibbs)
measure is ρ = hν, which means that ρ is a measure with density h with
respect to the (reference) measure ν. In addition, we will show that Pϕ = lnλ.

Proof. Consider a continuous (nonlinear) map µ 7→ ||L∗µ||−1L∗µ on the space
M+ of Borel probability measures on Σ+. Since M+ is a compact convex
subset of the linear space C∗(Σ+

A), this continuous map has a fixed point
according to the Schauder-Tychonoff theorem, see [27] p. 456. Hence, there
exist a measure ν ∈ M+ such that L∗ν = λν for some λ > 0. We will see
later that the fixed point ν is actually unique.

Remark 2.16. For any cylinder C = C+(ω[0,n]) ⊂ Σ+
A

ν(C) ≥ λ−n−ke−(n+k)||ϕ|| > 0 (2.39)

Indeed, ν(C) = ν(χC) = λ−jL∗jν(χC) = λ−jν(LjχC), then we can use (2.36).

Remark 2.17. Let f ∈ C(Σ+
A), f ≥ 0 and ν(f) = 1. Consider the probability

measure µ = fν (i.e. µ(g) = ν(fg) for all g ∈ C(Σ+
A)). Let σ∗µ be the image

of µ under σ. Then σ∗µ = (λ−1Lf)ν, i.e. λ−1Lf is the density of the measure
σ∗µ. (Note, in particular, that ν(λ−1Lf) = ν(f) = 1.) Thus, the operator
λ−1L transforms the densities of measures with respect to ν under the shift σ,
just like the regular Perron-Frobenius operator for interval maps transforms
the densities with respect to the Lebesgue measure. To prove this, note:
(σ∗µ)(g) = µ(g◦σ) = ν(f ·(g◦σ)) = λ−1(L∗ν)(f ·(g◦σ)) = λ−1ν(L(f ·(g◦σ))),
then use Remark 2.14.

Now we have to find a function h > 0 such that Lh = λh. It suffices to
find a nonempty compact convex set D ⊂ C(Σ+

A) invariant under the linear
continuous operator λ−1L and then employ the Schauder-Tychonoff fixed
point theorem again. Since ϕ ∈ H(Σ+

A), there are θ ∈ (0, 1) and b > 0 such
that varnϕ ≤ bθn for all n ≥ 0. Put

Bn = exp

 ∞∑
i=n+1

2bθi


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We will write x
n∼ y if the points x, y belong in one cylinder C+(ω[0,n]) ⊂ Σ+

A,

i.e. if the first n+ 1 symbols of x and y coincide. In particular, x
0∼ y means

x0 = y0. We define D to be the set of functions f ∈ C(Σ+
A) such that

(D1) f ≥ 0;
(D2) ν(f) = 1;
(D3) f(x) ≤ Bnf(x′) for x

n∼ x′.
Claim 1. D is a nonempty compact convex set. Clearly, f ≡ 1 is in D.

The convexity is obvious. For compactness, we first prove that D is uniformly
bounded:

||f || ≤ K := B0λ
kek||ϕ|| for all f ∈ D (2.40)

To prove this, note that for any x
0∼ x′ we have f(x) ≥ B−1

0 f(x′) by (D3),
hence f(x) ≥ B−1

0 f(x′)χC+(x′0) for all x′, and so 1 = ν(f) ≥ B−1
0 f(x′)ν(C+(x′0)),

and then we use (2.39). So, D is uniformly bounded. Furthermore, for any
x

n∼ x′ and f ∈ D we have

|f(x)− f(x′)| ≤ (Bn − 1)K → 0 as n→∞

by (D3) and (2.40), so that D is equicontinuous. Thus, D is compact by the
Arzela-Ascoli theorem.

Claim 2. (λ−1L)D ⊂ D. The preservation of (D1) and (D2) by the
operator λ−1L follows from Remark 2.17. The preservation of (D3) is verified
by direct calculation: for x

n∼ x′ we have

Lf(x) =
∑

y∈σ−1x

eϕ(y)f(y)

≤
∑

y′∈σ−1x′

eϕ(y′)+bθn+1

Bn+1f(y′)

= ebθ
n+1

Bn+1Lf(x′) (2.41)

≤ BnLf(x′) (2.42)

(Note that the sequences y ∈ σ−1x start with symbols {i} such that Aix0 = 1,
and the same is true for y′ ∈ σ−1x′ since x0 = x′0. Therefore, there is a one-

to-one correspondence between points y ∈ σ−1x and y′ ∈ σ−1x′, and y
n+1∼ y′

for the corresponding y, y′).
Now we have a continuous map, λ−1L By the Schauder-Tychonoff theo-

rem, a function h ∈ D exists such that Lh = λh.
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To complete the proof of Theorem 2.24, we need to derive (2.38), which
will be done by a series of claims.

Claim 3. For any f ∈ D we have minx λ
−kLkf(x) ≥ K−1. To prove this,

find an x′ such that f(x′) ≥ 1 (one exists due to the property (ii)). Then

for any point x
0∼ x′ we have f(x) ≥ B−1

0 , hence f ≥ B−1
0 χC+(x0). Now the

claim follows from (2.36).
Next, we want to show that λ−nLnf converges to h for any f ∈ D. The

fact that λ−kLkf is uniformly bounded below suggests the following trick.
We want to find an η > 0 such that the function g := λ−kLkf−ηh will belong
in D, up to a normalizing factor. Note that g is positive for any η||h|| ≤ K−1.
Note that ν(g) = 1− η, so that g/(1− η) satisfies (D2).

Claim 4. There is an η > 0 such that for any f ∈ D we have g/(1−η) ∈ D
for g = λ−kLkf − ηh. We need to verify (D3), i.e. to show that g(x) ≤
Bng(x

′) for all x
n∼ x′, or equivalently,

η(Bnh(x
′)− h(x)) ≤ Bnλ

−kLkf(x′)− λ−kLkf(x) (2.43)

Applying (2.42) to the function λ−k+1Lk−1f gives

λ−kLkf(x) ≤ ebθ
n+1

Bn+1λ
−kLkf(x′)

Note that, h(x) ≥ B−1
n h(x′), because h ∈ D. To prove (2.43) it is therefore

enough to have

η(Bn −B−1
n )h(x′) ≤ (Bn − ebθ

n+1

Bn+1)λ
−kLkf(x′)

or
η(Bn −B−1

n )||h|| ≤ (Bn − ebθ
n+1

Bn+1)K
−1

A direct inspection now shows that an η > 0 exists such that the above
inequality holds uniformly in n. This proves the claim.

Claim 5. There are constants c > 0 and β ∈ (0, 1) such that

||λ−nLnf − h|| ≤ cβn

for all f ∈ D, n ≥ 0.
This is a clear implication of the previous claim. Every k interations

of the operator λ−1L allow us to subtract ηh from the function we have at
that time. Then ηh will stay invariant under λ−1L, while the norm of the
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difference is reduced by the factor 1 − η. As a result, after kN iterations,
N ≥ 1,

λ−kNLkNf = (1− (1− η)N)h+ (1− η)Nf ′

for some f ′ ∈ D. Then the claim follows for all n = kN . We leave it to the
reader to verify the claim for n 6= kN .

Claim 6. Let f ∈ FRr(Σ
+
A) for some r ≥ 0, and g ∈ D. Suppose that

f ≥ 0 and fg is not identically zero. Then gr := [ν(fg)]−1λ−rLr(fg) ∈ D.
Note that fg is positive on some cylinder, hence ν(fg) > 0 by Re-

mark 2.16. The properties (D1) and (D2) for gr follow from Remark 2.17.
The proof of (D3) for gr goes by a direct calculation that is based on Re-
mark 2.13 and generalizes the proof of Claim 2. We leave it to the reader.

Claim 7. Let f ∈ FRr(Σ
+
A) and g ∈ D. Then for n ≥ 0

||λ−n−rLn+r(fg)− ν(fg)h|| ≤ cν(|fg|)βn

To prove this, let f = f+−f−, where f+, f− ≥ 0 and f+, f− ∈ FRr(Σ
+
A).

Combining Claims 6 and 5, we prove the above bound for f+ and f− sepa-
rately (note that in the case f±g ≡ 0 the bound is trivial), then we add up
the two bounds and complete the proof of the claim.

The last claim implies (2.38) by the standard approximation techniques.
Theorem 2.24 is now proved. 2

Let ϕ = ψ +K − u+ u ◦ σ for some ϕ, ψ, u ∈ H(Σ+
A) and a constant K,

just as in (2.31). Then

Lψ(e−uf) = e−Ke−uLϕ(f)

for all f, g ∈ C(Σ+
A). In particular, choosing K = lnλ and u = lnh and

setting f = h gives Lψ1 = 1, where 1 is the function identically equal to
one. Hence, for any potential ϕ there is a cohomologous potential ψ ∼ ϕ
such that Lψ has the leading eigenvalue λ = 1 with a constant eigenfunction.
We say that Lψ (or ψ) is normalized. Note that Lψ is a partial inverse to the
operator σ∗ : f 7→ f ◦ σ, i.e. Lψ ◦ σ∗ =identity.

Remark 2.18. Let ϕ be a normalized potential for a Gibbs measure ρ. One
can use (2.34) to prove that ϕ ≤ 0 and Skϕ < 0.

The use of normalized potentials can simplify the proofs of many prop-
erties of Gibbs measures, this observation is used in [55].
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Theorem 2.25 With notation and assumptions of the previous theorem, the
probability measure ρ = hν on Σ+

A is σ-invariant. Its values on cylinders
C+(ωΛ) ⊂ Σ+

A, Λ = [0, n− 1], satisfy

0 < c1 ≤
ρ(C+(ωΛ))

exp[−Pn+ Snϕ(x)]
≤ c2 <∞ (2.44)

with any x ∈ C+(ωΛ). Here P = lnλ and c1, c2 are independent of x, C(ωΛ)
and n.

Proof. The σ-invariance of ρ follows from (2.37) and Remark 2.17. To prove
(2.44), put C = C+(ωΛ) and write

ρ(C) = ρ(χC) = ν(hχC) = λ−nL∗nν(hχC) = λ−nν(Ln(hχC))

Applying Remark 2.13 gives

Ln(hχC)(x) =
∑

y∈σ−nx

eSnϕ(y)h(y)χC(y)

Note that for any x ∈ Σ+
A there is at most one y ∈ σ−nx such that y ∈ C =

C(ωΛ). This observation and Remark 2.7 give an upper bound,

ρ(C) ≤ const · λ−neSnϕ(x′)||h|| = const · exp[−Pn+ Snϕ(x′)]

again x′ ∈ C is an arbitrary point and P = lnλ.
To get a lower bound on ρ(C), we write

ρ(C) = ν(hχC) = λ−n−kL∗n+kν(hχC) = λ−n−kν(Ln+k(hχC))

with
Ln+k(hχC)(x) =

∑
y∈σ−n−kx

eSn+kϕ(y)h(y)χC(y)

Now, for any x ∈ Σ+
A there is at least one y ∈ σ−n−kx such that y ∈ C. This

observation and Remark 2.7 give a lower bound,

ρ(C) ≥ const · λ−n−keSn+kϕ(x′)||h|| = const · exp[−Pn+ Snϕ(x′)]

where x′ ∈ C is an arbitrary point and P = lnλ. Here we used two facts:
λ−k =const (independent of C, n, ρ) and

exp[Sn+kϕ(x)− Snϕ(x)] ≤ ek||ϕ|| = const
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Thus we proved (2.44) and Theorem 2.25. 2

The measure ρ is not a Gibbs measure yet because it is defined on the
“wrong” space, Σ+

A. It can be naturally extended to a σ-invariant measure
on ΣA by setting ρ(C(ω[q,r])) = ρ(C+(ω[q,r])) for all 0 ≤ q ≤ r, and then
ρ(C(ω[q,r])) = ρ(σqC(ω[q,r])) for all q < 0. A direct inspection shows that ρ
is then a σ-invariant probability measure on ΣA.

Corollary 2.26 The measure ρ on ΣA is a Gibbs measure with potential ϕ.

Remark 2.19. The value λ in Theorem 2.24 is unique, for a given potential
ϕ, since λ = ePϕ . The uniqueness of the function h follows from (2.38). Now
the measure ν = h−1ρ is unique, since so is the Gibbs measure ρ.

2.3 Properties of Gibbs measures

We have already proved some very basic properties of Gibbs measures, e.g.,
ergodicity. We now turn to more advanced properties that are particularly
important in many applications.

Theorem 2.27 (Exponential cluster property) Let (ΣA, σ) be mixing and
ρ be the Gibbs measure for a potential ϕ ∈ H(ΣA). There are constants c >
0, β ∈ (0, 1) such that for any two cylinders C = C(ω[0,s]) and D = C(ω[0,r])
we have

|ρ(C ∩ σ−nD)− ρ(C)ρ(D)| ≤ cρ(C)ρ(D)βn−s (2.45)

Note that n−s is the gap between the intervals on which the cylinders C and
σ−nD are based.

Proof. It is enough to work in Σ+
A and prove the theorem for C = C+(ω[0,s])

and D = C+(ω[0,r]). First, we have

ρ(C ∩ σ−nD) = ρ(χC · (χD ◦ σn))
= ν(hχC · (χD ◦ σn))
= λ−nL∗nν(hχC · (χD ◦ σn))
= ν(λ−nLn(hχC · (χD ◦ σn)))
= ν(λ−nLn(hχC) · χD)
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At the last step we used Remark 2.14. Now

|ρ(C ∩ σ−nD)− ρ(C)ρ(D)| = |ρ(C ∩ σ−nD)− ν(hχC)ν(hχD)|
= |ν((λ−nLn(hχC)− ν(hχC)h)χD)|
≤ ||λ−nLn(hχC)− ν(hχC)h|| · ν(χD)

We now apply the crucial Claim 7 in the proof of Theorem 2.24 to the function
χC ∈ FRs(Σ

+
A) and get

||λ−nLn(hχC)− ν(hχC)h|| ≤ cρ(C)βn−s

Note that ν(χD) ≤ (minh)−1ρ(D). Therefore,

|ρ(C ∩ σ−nD)− ρ(C)ρ(D)| ≤ c′ρ(C)ρ(D)βn−s

with c′ = cK, because minh ≥ K−1. 2

Corollary 2.28 Every Gibbs measure ρ is mixing.

A dynamical system is said to be Bernoulli if it is isomorphic to a Bernoulli
shift. The Bernoulli property is the highest one in the hierarchy of ergodic
properties, it implies mixing of any order and K-mixing.

Theorem 2.29 (Bernoulli property) Let (ΣA, σ) be mixing. Then for
any potential ϕ ∈ H(ΣA) the Gibbs measure ρϕ is Bernoulli.

Proof. Two finite or countable partitions ξ, η of ΣA are said to be ε-independent
if ∑

A∈ξ,B∈η
|ρ(A ∩B)− ρ(A)ρ(B)| ≤ ε

A partition ξ is said to be weak Bernoulli (for σ and ρ) if for any ε >
0 there is an N ≥ 1 such that the partitions ξ ∨ σ−1ξ ∨ · · · ∨ σ−sξ and
σ−nξ∨σ−n−1ξ∨· · ·∨σ−n−rξ are ε-independent for all s, r ≥ 0 and n ≥ s+N .
A theorem by Friedman and Ornstein [30] asserts that if there exists a weak
Bernoulli, generating partition ξ, then the dynamical system is Bernoulli, cf.
also [78].

In our case, the partition ξ into cylinders C(i) = {ω ∈ ΣA : ω0 = i}
is a generating one. Theorem 2.27 immediately implies that the partitions
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ξ∨σ−1ξ∨· · ·∨σ−sξ and σ−nξ∨σ−n−1ξ∨· · ·∨σ−n−rξ are (cβn−s)-independent,
hence ξ is weak Bernoulli. 2

Statistical properties. Let T : M →M be a dynamical system preserving
a probability measure ν and f : M → IR a measurable function. Then the
sequence ξn = f ◦T n is a stationary stochastic process defined on the proba-
bility space (M, ν) (its stationarity follows from the invariance of the measure
ν). Many basic results of probability theory can be carried over to stochastic
processes generated by dynamical systems. The two most important ones
are the asymptotics of the correlation function

Cf (n) = ν(f · (f ◦ T n))− [ν(f)]2 (2.46)

and the central limit theorem

lim
n→∞

ν

{
Snf(x)− nν(f)√

n
< z

}
=

1√
2πσf

∫ z

−∞
e
− x2

2σ2
f dx (2.47)

for all −∞ < z < ∞. Here Snf(x) = f(x) + · · · + f(T n−1x) and σf ≥ 0
(in the case σf = 0 the integral on the right equals 0 for z < 0 and 1 for
z > 0). The property (2.47) is equivalent, in the language of probability
theory, to the convergence of n−1/2(Snf(x) − nν(f)) in distribution to the
normal random variable N(0, σ2

f ). Note that this property is a refinement of
the Birkhoff ergodic theorem. It tells us that the typical deviations of the
ergodic sum Snf from its average value, nν(f), are of order

√
n, and their

distribution is asymptotically Gaussian. The variance σ2
f is normally given

by

σ2
f = Cf (0) + 2

∞∑
n=1

Cf (n) (2.48)

Furthermore, in typical cases

σ2
f = 0 ⇐⇒ f(x) = g(x)− g(Tx) +K (2.49)

for some g(x) ∈ L2(M) and a constant K (such functions f are also called
coboundary, compare to (2.31)). It is also common to study the asymptotics
of more general correlation functions than (2.46):

Cf,g(n) = ν(f · (g ◦ T n))− ν(f)ν(g) (2.50)
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where g : M → IR is another measurable function. We know that Cf,g(n) → 0
as n→∞ for all f, g ∈ L2(M) if and only if the dynamical system (M,T, ν)
is mixing, cf. 3.6.h in [44]. No degree of ergodicity (not even the Bernoulli
property) can enforce any speed of convergence of Cf,g(n) to zero for generic
L2-function f, g. Even for most chaotic dynamical systems (such as expand-
ing interval maps or hyperbolic toral automorphisms) and generic continuous
(!) functions f, g the convergence of Cf,g(n) to zero appears to be arbitrar-
ily slow, and, furthermore, the central limit theorem (2.47) fails. To obtain
affirmative results, one has to assume certain degree of smoothness for the
functions f, g, such as Hölder continuity.

Theorem 2.30 (Exponential decay of correlations) Let (ΣA, σ) be mix-
ing and ρ be the Gibbs measure for a potential ϕ ∈ Hθ(ΣA). For any
f, g ∈ Hθ′(ΣA) we have

|ρ(f · (g ◦ σn))− ρ(f)ρ(g)| ≤ cf,g · γn

with some cf,g > 0 and γ ∈ (0, 1) that depends only on ϕ and θ′.

Proof. For j ≥ 1 and any f ∈ Hθ′(ΣA), denote by fj the conditional expec-
tation of f on the partition of ΣA into cylinders C(ωΛ), Λ = [−j, j]. This
means that fj ≡ ρ(fχC)/ρ(χC) on every cylinder C in this partition. Then
fj ∈ FRj(ΣA), ρ(fj) = ρ(f) and ||f − fj|| ≤ bfθ

′j. Applying the triangle
inequality gives

|ρ(f · (g ◦ σn))− ρ(f)ρ(g)| ≤ |ρ(fj · (gj ◦ σn))− ρ(fj)ρ(gj)|+ 2bfbgθ
′j

Now fj and gj are constant on cylinders C(ωΛ), Λ = [−j, j]. A direct appli-
cation of Theorem 2.27 then gives

|ρ(fj · (gj ◦ σn))− ρ(fj)ρ(gj)| ≤ c||f || ||g||βn−2j

Letting j = [n/3] we get the result with γ = max{(θ′)1/3, β1/3}. 2

Theorem 2.31 (Central limit theorem) Let (ΣA, σ) be mixing and ρ be
the Gibbs measure for a potential ϕ ∈ H(ΣA). For any f ∈ H(ΣA) the central
limit theorem holds in the sense of (2.47)-(2.49).
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There are several ways to prove this theorem, but they involve advanced
methods of probability theory, such as martingales or characteristic functions
and the continuity theorem. These are all beyond the scope of this survey,
and we refer the reader to [64].

Remark 2.20. M. Denker extended [22] the central limit theorem from Hölder
continuous functions to all functions f ∈ L2(ΣA) such that

∑
j≥0

(
ρ(f − fj)

2
)1/2

<∞

where fj is, as in the proof of Theorem 2.30, the conditional expectation of
f on the partition into cylinders C(ω[−j,j]) ⊂ ΣA. This class of functions is
much larger than H(ΣA). From Denker’s arguments, it seems rather unlikely
that this class could be enlarged much further.

Many more advanced statistical properties have been proven for Gibbs
measures: the local central limit theorem, the functional central limit theo-
rem (the convergence to the Wiener process), the law of iterated logarithms,
the renewal theorems, etc. These are all beyond the scope of this survey, and
we refer the reader to [36, 59] for exact statements and proofs.

While all these statistical properties are similar to the classical limit the-
orems in probability theory, the following one is unusual, it is specific for
Gibbs measures.

Theorem 2.32 (Large deviations) Let (ΣA, σ) be mixing and ρ be the
Gibbs measure for a potential ϕ ∈ H(ΣA). For any f ∈ H(ΣA) there is a
real analytic strictly concave function η(p) on an open interval (p∗1, p

∗
2) such

that for every interval I ⊂ IR

lim
n→∞

1

n
ln ρ

{
1

n
Snf(x) ∈ I

}
= sup

p∈I∩(p∗1,p
∗
2)
η(p)

provided I ∩ (p∗1, p
∗
2) 6= ∅.

It is easy to see that the function η(p) takes its maximum value η(p) = 0
at p = ρ(f). In physics, the function η(p) is called free energy. Note that if
f ∼ const (f cohomologous to a constant), then |Snf − nρ(f)| ≤const, and
the above theorem degenerates to p∗1 = p∗2.
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Both the central limit theorem 2.31 and the above theorem 2.32 describe
the fluctuations of Snf around its mean value ρ(Snf) = nρ(f). The difference
is that the CLT applies when Snf−nρ(f) = O(

√
n) and 2.32 applies to much

larger deviations, when Snf − nρ(f) = O(n).

Equilibrium states and Gibbs measures. An important property of
Gibbs measures is that they are (unique) equilibrium states for their potential
functions. Let ϕ ∈ C(ΣA) and Pϕ denote the topological pressure of the
function ϕ. The variational principle, cf. 4.4.d in [44], states that

Pϕ = sup
µ

[hµ(σ) + µ(ϕ)] (2.51)

where the supremum is taken over all σ-invariant measures µ on ΣA. Here
hµ(σ) is the measure-theoretic entropy (also called Kolmogorov-Sinai en-
tropy) of the measure µ. Any measure µ which maximizes the right hand
side of (2.51) is called an equilibrium state for the function ϕ.

Theorem 2.33 Let (ΣA, σ) be mixing and ϕ ∈ H(ΣA). Then the Gibbs
measure ρϕ is the only equilibrium state for the function ϕ.

Proof. Theorem 2.18 immediately implies that ρ is an equilibrium state. The
uniqueness follows from a general theorem saying that equilibrium states are
unique for expansive homeomorphisms of compact metric spaces provided
they sartisfy the so called specification property, see 4.4.f in [44]. The ver-
ification of the expansiveness and specification property is an easy exercise
that we leave to the reader. Note that there is also a direct proof of the
uniqueness, see Bowen’s book [11]. 2

The topological pressure of the zero function ϕ ≡ 0 is the topological
entropy of σ, i.e. P0 = htop(σ), cf. 2.5.k in [44]. Then (2.51) becomes

P0 = htop(σ) = sup
µ
hµ(σ) (2.52)

Hence, the Gibbs measure ρ0 for the potential ϕ ≡ 0 is the only measure of
maximal entropy for the TMC (ΣA, σ). We have seen in Example 2.8 that
the measure ρ0 is a Markov measure, called also the Parry measure.

Remark 2.21. Let (ΣA, σ) be mixing and λA > 0 the largest eigenvalue
of the matrix A. Then htop(σ) = lnλA. Indeed, one can use the explicit
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description of the measure ρ0 in Examples 2.7 and 2.8, and a remark about
λ in Example 2.8.

The Parry measure ρ0 is, in a sense, the most “chaotic” invariant mea-
sure on ΣA, if one takes the entropy as the measure of chaoticity. Its other
important property is that it describes the distribution of periodic points in
ΣA, as we see below.

Statistics of periodic orbits. Consider

Fix(σn,ΣA) = {ω ∈ ΣA : σnω = ω}

the set of periodic points of period n in ΣA. Each point ω ∈ Fix(σn,ΣA) is,
of course, a periodic symbolic sequence with period n. The number of such
sequences starting with ω0 = i coincides with the number of allowable words
of length n+1 such that ω0 = ωn+1 = i. One can easily see that this number
is equal to the i-th diagonal entry of the matrix An. Hence, the total number
of periodic sequences of period n is

Pern(ΣA) := Card
[
Fix(σn,ΣA)

]
= trAn

Then we have a simple and exact formula

Pern(ΣA) =
m∑
i=1

λni (2.53)

where λ1, . . . , λm are all the eigenvalues of A. (Note that for a typical matrix
A, the eigenvalues are irrational or even complex, still the above sum is
a nonnegative integer for each n.) Asymptotically, of course, Pern(ΣA) =
λn+ + O(|λ′|n), where λ′ is the second largest (in absolute value) eigenvalue
of A.

The complete information about the sequence {Pern(ΣA)} is encoded in
the so-called dynamical zeta-function

ζ(z) = exp
∞∑
n=1

zn

n
Pern(ΣA) (2.54)

(similarly, the dynamical zeta-function can be defined for continuous time
dynamical systems, see 2.5.d in [44]). It easily follows from (2.53) that

ζ(z) =
1

det(I − zA)
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so that the zeta-function ζ(z) is rational on C|| and analytic in the open disc
|z| < 1/λ+.

For the proofs of the following two theorems we refer the reader to [68],
see also Theorem 20.3.7 in [43].

Theorem 2.34 Let (ΣA, σ) be mixing and ρ0 the (unique) measure of max-
imal entropy, i.e. the Parry measure. For any B ⊂ ΣA, let Pern(B) denote
the number of periodic points of period n contained in B. If ρ0(∂B) = 0,
then

lim
n→∞

Pern(B)

Pern(ΣA)
= ρ0(B) (2.55)

(in particular, this holds if B is any cylinder, in this case ∂B = ∅).

This theorem allows us to approximate the measure ρ0 by finite measures
supported on periodic orbits. Let νn be a finite atomic measure that assigns
equal weights, 1/Pern(ΣA) to each periodic point x ∈ Fix(σn,ΣA). Then
the measure νn weakly converges to ρ0, as n → ∞. (This is exactly what
the above proposition states!) Note that every measure νn has zero entropy,
while hρ0(σ) = lnλ+ > 0, so the entropy is not continuous on the space of
invariant measures. It is, however, upper-semicontinuous.

It is possible to approximate any Gibbs measure ρϕ on ΣA in a similar
way, by finite atomic measures on periodic orbits. One only has to assign
weights properly.

Theorem 2.35 Let (ΣA, σ) be mixing and ϕ ∈ H a Hölder continuous
function. For n ≥ 1, let νn be the finite atomic measure concentrated on
Fix(σn,ΣA) that assigns weight

νn(ω) = Z−1 exp
[
ϕ(ω) + · · ·+ ϕ(σn−1ω)

]
(2.56)

to each point ω ∈ Fix(σn,ΣA) (here Z is the normalizing factor). Then νn
weakly converges to ρϕ, as n→∞.

Note that Theorem 2.34 is a particular case of 2.35, since for ϕ ≡ 0 we
have νn(ω) = Z−1 = 1/Pern(ΣA) in (2.56).

A few additional properties. We have seen that Gibbs measures are
positive on all cylinders in Σ+. In fact, there is an exponential lower bound

ρ(C) ≥ c1θ
n
1

54



for every cylinder C = C(ω[0,n]) ⊂ ΣA, where c1 > 0 and θ1 ∈ (0, 1) only
depend on ρ (cf. Remark 2.16). Furthermore, if C ′ = C(ω[−p,n+q]) ⊂ C =
C(ω[0,n]) with some p, q ≥ 0, then

ρ(C ′) ≥ c1θ
p+q
1 ρ(C)

There are similar exponential upper bounds:

ρ(C) ≤ c2θ
n
2

and
ρ(C ′) ≤ c2θ

p+q
2 ρ(C)

in the same notation, with some c2 > 0 and θ2 ∈ (0, 1) only depending on
ρ. These bounds can be obtained with the help of normalized potentials, see
Remark 2.18, we leave the proofs to the reader.

Based on the above bounds, for any two Gibbs measures ρ1 and ρ2, there
are c > 1 and a > 1 such that for all cylinders C ⊂ ΣA

c−1[ρ1(C)]a ≤ ρ2(C) ≤ c[ρ1(C)]1/a

Hence, even though distinct Gibbs measures are mutually singular, their
mutual singularity is under certain control.

Another useful property of Gibbs measures is their almost direct product
structure. Fix an ω ∈ ΣA. Let Λ = [n′, n′′] be an interval in ZZ and C =
C(ω|Λ) ⊂ ΣA a cylinder. Clearly, C has a topological product structure:
C = C+ × C−, where C+ = C(ω|(−∞,n′′]) and C− = C(ω|[n′,∞)). Now, for
any Gibbs measure ρ there are two Borel probability measures ρ± defined on
C±, respectively, such that∣∣∣∣∣ 1

ρ(C)
· dρ

d(ρ+ × ρ−)
− 1

∣∣∣∣∣ ≤ c θn
′′−n′

where c > 0 and θ < 1 only depend on ρ. Note that 1/ρ(C) is just a
normalizing factor, because ρ(C) < 1 and [ρ+ × ρ−](C) = 1. This bound
follows from the definition of Gibbs states through interactions, see more
details in [39, 17].

Moreover, let n′ → −∞, so that C will shrink to C+. Then the measure
ρ+ will weakly converge to a limit measure on C+. This is the conditional
measure induced by ρ on C+. Similarly, as n′′ → ∞, the measure ρ− will
weakly converge to the conditional measure on C− induced by ρ.
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3 Sinai-Ruelle-Bowen measures

We turn back to the smooth hyperbolic systems – Anosov diffeomorphisms
T : M →M and Axiom A maps on basic sets T : Ωr → Ωr (as we remarked
in Section 1, the latter includes compact locally maximal transitive hyper-
bolic sets of more general diffeomorphisms). We assume topological mixing
for T in all cases.

Let R be a Markov partition of M (resp., Ωr). It produces a topological
Markov chain (ΣA, σ). Now let ϕ : ΣA → IR be a Hölder continuous function.
It produces a Gibbs measure ρϕ on ΣA. The projection of ρϕ under π : ΣA →
M is a T -invariant measure on M . First we check that this measure inherits
the properties of the measure ρϕ.

Proposition 3.1 The projection π : ΣA →M is ρϕ-almost everywhere one-
to-one. Hence, the ergodic and statistical properties of the measure ρϕ and
those of its image on M are the same.

Proof. Recall that π−1 fails to be one-to-one on the subset M# = ∪nT n(∂R),
where ∂R = ∂sR ∪ ∂uR. Now let Du,s = π−1 (∂u,sR). The sets Du, Ds

are closed subsets of ΣA such that σ(Ds) ⊂ Ds and σ−1(Du) ⊂ Du (this
follows from the Markov property). Since the measure ρϕ is σ-invariant, we
have ρϕ(σD

s) = ρϕ(D
s), i.e. the set Ds is σ-invariant (mod 0). Since ρϕ is

ergodic, then Ds has measure 0 or 1. The latter is impossible since Ds is
nowhere dense, according to Remark 2.5. Similarly, ρϕ(D

u) = 0, hence we
have ρϕ(π

−1M#) = 0. 2

Corollary 3.2 Let Σ∗
A = π−1(M \ M#). Then ρϕ(Σ

∗
A) = 1 for all Gibbs

measures ρϕ.

Remark 3.1. It is interesting that any T -invariant measure on M (resp.,
Ωr) can be lifted to a (not necessarily unique) σ-invariant measure on ΣA.
The proof involves the Hahn-Banach theorem, i.e. is based on the Axiom of
choice, see 4.3 in [11].

Now we have a class of T -invariant measures associated with Hölder con-
tinuous functions on ΣA. It would be more natural to associate measures
with functions on M (or just Ωr) rather than with functions on ΣA.
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Let ψ : M → IR be a Hölder continuous function. Then for any Markov
partition R the function ϕ = ψ◦π is a Hölder continuous function on ΣA (its
Hölder continuity follows by direct calculation based on the hyperbolicity of
T , it is left as an exercise). Now one can associate the measure µψ := π∗ρϕ
with the ‘potential’ function ψ and the Markov partition R.

Proposition 3.3 The measure µψ does not depend on the choice of the
Markov partition R. Moreover, µψ is the unique equilibrium state for the
function ψ, i.e. the unique measure on which the following supremum is
attained

Pψ = sup
µ

(hµ(T ) + µ(ψ)) (3.1)

where the supremum is taken over all T -invariant measures on Ωr, hµ(T ) is
the measure-theoretic entropy of the system (Ωr, T, µ) and Pψ is the topolog-
ical pressure of the function ψ with respect to the map T : Ωr → Ωr.

The first claim follows from the second. The second basically follows
from Theorem 2.33, with some little extra work. We refer the reader to [11],
Sect. 4A.

Definition. The measure µψ is called the Gibbs measure corresponding to
the potential function ψ on M (resp. Ωr).

The following is a direct analogue of Theorem 2.23 and can be proved
similarly:

Proposition 3.4 (see [11]) Let T be an Anosov diffeomorphism on M or
an Axiom A diffeomorphism restricted to a basic set Ωr. Let ϕ, ψ be Hölder
continuous on M , resp. Ωr. The following are equivalent:
(i) µϕ = µψ.
(ii) There is a Hölder continuous function u on M , resp. Ωr, and a constant
K such that ϕ− ψ = K + u ◦ T − u.
(iii) There is a constant K such that Snϕ(x) − Snψ(x) = nK whenever
T nx = x.
If these conditions hold, then K = Pϕ − Pψ.

One can now see that there are uncountably many Gibbs measures for
any Anosov and Axiom A diffeomorphism. There is one special measure,
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however, associated with the the Riemannian volume on the manifold M , on
which we concentrate next.

The function ϕu. Let Jux be the Jacobian of the linear map

DT : Eu
x → Eu

Tx

Since the map x 7→ Eu
x is Hölder continuous (see 6.4.a in [44]) and the map

Eu
x → Jux is differentiable, then the function Jux is Hölder continuous. We

denote by
µ+ = µϕu

the Gibbs measure for the potential ϕu = − ln Jux . It is called a u-Gibbs mea-
sure, now it is often referred to as generalized Sinai-Ruelle-Bowen measure.
Below we study its properties.

We note that the measure µ+ and the value of Pϕu are independent of the
choice of an equivalent Riemanian metric on M . Indeed, for every periodic
point x = T nx the value of

Snϕ
u(x) = − ln Jac(DT n : Eu

x → Eu
x)

does not depend on the metric, and then we can use Proposition 3.4. (Here
Jac is the absolute value of the Jacobian determinant.)

The potential ϕu and the measure µ+ are intimately connected with the
Riemannian volume Vol (·) on the manifold M . In particular, they can be
used to estimate the volume of the so-called (ε, n)-balls. For x ∈ Ωr let

Bx(ε, n) = {y ∈M : d(T ix, T iy) ≤ ε ∀i ∈ [0, n)}

where d(·, ·) is the Riemannian distance onM . Also, letB(ε, n) = ∪xBx(ε, n),
where the union is taken over x ∈M (resp., x ∈ Ωr). We state a few technical
lemmas without proofs.

Lemma 3.5 (First volume lemma) For any small ε > 0, there is a Cε >
1 such that for all x ∈M

C−1
ε exp[Snϕ

u(x)] ≤ VolBx(ε, n) ≤ Cε exp[Snϕ
u(x)]

We will denote this by

VolBx(ε, n) ^_ε exp[Snϕ
u(x)]
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Lemma 3.6 (Second volume lemma) For any small ε, δ > 0 there is a
C = C(ε, δ) > 0 such that for all x ∈ Ωr and y ∈ Bx(ε, n)

VolBy(δ, n) ≥ C · VolBx(ε, n)

Lemma 3.7 (Pressure) For small ε > 0, we have on any basic set Ωr

Pϕu = lim
n→∞

1

n
ln VolB(ε, n) ≤ 0

In particular, for an Anosov diffeomorphism, B(ε, n) = M and Pϕu = 0.

Corollary 3.8 Let T be an Anosov diffeomorphism, R a Markov partition.
For x ∈M and i ≥ 0, denote by Rx,i ∈ R the rectangle containing T ix. Then

VolBx(ε, n) ^_ε µ
+(Rx,0 ∩ T−1Rx,1 ∩ · · · ∩ T−n+1Rx,n−1)

This shows certain ‘equivalence’ of the volume on M and the measure µ+. In
the above formula, ^

_ε means that the ratio of the two quantities is bounded
by some Cε <∞.

The above lemmas can be proved by somewhat involved calculations, we
refer the reader to [11]. Note that, by 3.7, Pϕu is the exponential rate of
decrease of the volume of B(ε, n), i.e. the exponential rate of ‘escape’ of the
mass from the vicinity of the basic set Ωr.

Attractors. The measure µ+ has especially remarkable properties for Anosov
diffeomorphisms and Axiom A attractors. By definition, an Axiom A basic
set Ωr is an attractor if there is an open set U ⊃ Xr such that ∩n≥0T

nU = Xr.
Equivalently, for any ε > 0 there is an open neighborhood U of Ωr such that
U ⊂ Bε(Xr) and TU ⊂ U . Here we denote by Bε(x) an open ball of radius
ε > 0 centered at x ∈M and set Bε(X) = ∪x∈XBε(x) for X ⊂M .

Before we study Axiom A attractors, we prove some related properties.
We set W u,s

ε (x) = W u,s(x) ∩Bε(x). We agree to use the so-called Lyapunov
(or adapted) metric in M , see [11] and 6.4.a in [44]. In particular, TW s

ε (x) ⊂
W s
ε (Tx), etc.

Lemma 3.9 Let Ωr be a basic set. There is an ε > 0 such that ∩∞n=−∞T
nBε(Ωr) =

Ωr.
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Proof. Let y ∈ ∩∞n=−∞T
nBε(Ωr). For n ∈ ZZ, pick an xn ∈ Ωs so that

d(xn, T
ny) < ε. Recall that the shadowing lemma says that every α-pseudo-

orbit is β-shadowed by an orbit, cf. 6.6.c in [44]. If ε is small, then {xn}
is an α-pseudo-orbit that is β-shadowed by an orbit {T nx} in Ωs. Now,
d(T ny, T nx) < ε+ β for all n ∈ ZZ, hence y = x. 2

Similarly, there is an ε > 0 such that ∩∞n=−∞T
nBε(Ω) = Ω for the entire

set of nonwandering points. The open set Bε(Ω) is called a fundamental
neighborhood of Ω.

Let
W s(Ωr) = {y ∈M : d(T ny,Ωr) → 0 as n→∞}

W u(Ωr) = {y ∈M : d(T−ny,Ωr) → 0 as n→∞}

Using the definition of nonwandering set it is easy to check that T nx → Ω
and T−nx→ Ω as n→∞ for every x ∈ M . As Ω = ∪Ωr is a disjoint union
of basic sets, then

M = ∪rW s(Ωr) = ∪rW u(Ωr)

and these are disjoint unions.

Lemma 3.10 We have

W u,s(Ωr) = ∪x∈ΩrW
u,s(x)

For ε > 0, there is a neighborhood Ur of Ωr such that

∩n≥0T
−nUr ⊂ W s

ε (Ωr) := ∪x∈ΩrW
s
ε (x)

∩n≥0T
nUr ⊂ W u

ε (Ωr) := ∪x∈ΩrW
u
ε (x)

Proof. Just like in the previous proof, let T ny → Ωr, i.e. d(T ny,Ωr) < ε for
all n ≥ N . Pick xn ∈ Ωr so that d(xn, T

ny) < ε for n ≥ N . For n < N , let
xn = T n−NxN . Then {xn} is a pseudo-orbit shadowed by an orbit {T nx},
and then y ∈ W s(x). 2

Lemma 3.11 A basic set Ωr is an attractor if and only if Ωr = ∪x∈ΩrW
u(x),

i.e. Ωr is a union of (global) unstable manifolds of its points.
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Proof. If Ωr is an attractor, then for every x ∈ Ωr the subset W u(x) ∩ Ωr

is both open and closed in the interior topology of W u(x) induced by the
Riemannian metric on W u(x). The closedness follows from that of Ωr. The
openness follows from the definition of attractor and Lemma 3.9. Hence,
W u(x) ⊂ Ωr.

Conversely, if W u(x) ⊂ Ωr for all x ∈ Ωr, then obviously the set U =
∪y∈ΩrW

s
ε (y) is an open neighborhood of Ωr, and TU ⊂ U . 2

Lemma 3.12 (i) If W u
ε (x) ⊂ Ωr for some x ∈ Ωr and ε > 0, then Ωr is an

attractor.
(ii) If Ωr is not an attractor, then there is a δ > 0 such that for every x ∈ Ωr

there is a y ∈ W u
ε (x) with d(y,Ωr) > δ (i.e., every unstable manifold of size

ε ‘sticks out’ of Ωr by at least δ).

Proof. Let W u
ε (x) ⊂ Ωr. Obviously, W u

ε (T nx) ⊂ Ωr for all n ≥ 0. It is
enough to prove that W u

ε/4(y) ⊂ Ωr for all y ∈ Ωr. For each n ≥ 0, due to the
local hyperbolic product structure in Ωr, there is a small ball Bδ(T

nx) with
δ � ε about T nx such that for all y ∈ Bδ(T

nx) ∩ Ωr we have W u
ε/2(y) ⊂ Ωr.

If the semiorbit {T nx}∞0 is dense in Ωr, we are done. If not, there is a point
y ∈ B(x)Ωr with a dense future semiorbit, and we apply the same argument
to it.

To prove (ii), assume that for every δ = n−1 there is an xn ∈ Ωr such
that W u

ε (xn) ∩ Ωr is n−1-dense in W u
ε (xn). Take a limit point xnk

→ x ∈ Ωr

and get W u
ε (x) ⊂ Ωr, then apply (i). 2

The following theorem describes attractors in terms of the measure µ+:

Theorem 3.13 Let Ωr be a basic set. The following are equivalent:
(a) Ωr is an attractor
(b) Vol (W s(Ωr)) > 0
(c) Pϕu = 0 and hµ+(T ) = −µ+(ϕu), with respect to T : Ωr → Ωr.

Proof. The implication (a)⇒(b) follows from Lemma 3.11. The implication
(b)⇒(c) follows from Lemma 3.7 and (3.1). The proof of the implication
(c)⇒(a) is based on the following observation: if Ωr is not an attractor, then
the mass escapes from any vicinity of Ωr exponentially fast (due to part (ii)
of Lemma 3.12), and so Pϕu < 0 (Lemma 3.7). The exact argument involves
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some calculations and the second volume lemma, and we omit it, see [11],
Sect. 4B. 2

Since M = ∪rW s(Ωr), the previous theorem implies that the future
semiorbit of almost every point x ∈M (with respect to the Riemannian vol-
ume) approaches some attractor. For any attractor Ωr, the open set W s(Ωr)
is called the basin of attraction. We will see now that the measure µ+ on Ωr

describes the asymptotic distribution of the semiorbits of points x ∈ W s(Ωr).
Let δx be the δ-measure concentrated at the point x, and

δx,n =
1

n
(δx + δTx + · · ·+ δTn−1x)

Theorem 3.14 Let Ωr be an attractor. For almost all points x ∈ W s(Ωr)
in the basin of attraction (with respect to the Riemannian volume on M)
the measure δx,n weakly converges to µ+ (one says in this case that x is a
µ+-generic point). In other words, for any continuous function f : M → IR
we have

lim
n→∞

f(x) + f(Tx) + · · ·+ f(T n−1x)

n
=
∫
f dµ+ (3.2)

We only outline the proof. It is enough to prove the theorem for a.e. x ∈
W s
ε (Ωr), since the orbit of any other point x will eventually come to W s

ε (Ωr),
and the preimages of sets of zero volume under T are sets of zero volume.
Next, since µ+ is an ergodic measure, the ergodic theorem guarantees the
weak convergence of δx,n to µ+ for µ+-almost all x ∈ W u

ε (Ωr). It remains
to prove that the Riemanniam volume is ‘similar enough’ to the measure
µ+ within the set W u

ε . This can be done with the help of First Volume
Lemma 3.5, see also Corollary 3.8. The exact argument is quite involved,
though, we refer the reader to [11], Sect. 4C.

Corollary 3.15 Let ν be an absolutely continuous probability measure on
the basin of attraction W s(Ωr). Then the measure n−1(ν+T∗ν+ · · ·+T n−1

∗ ν)
weakly converges to µ+.

Remark 3.2. In the case of topologically mixing basic sets Ωr, as well as
Anosov diffeomorphisms, the measure T n∗ ν weakly converges to µ+. This
can be proved based on two facts: (i) the ‘equivalence’ of the Lebesgue
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volume and the measure µ+ proclaimed by Corollary 3.8 and (ii) the Bernoulli
property of the measure µ+. We refer the reader to 5.3 in [13], where a similar
statement was proved for Axiom A flows.

Definition. The measure µ+ on an Axiom A attractor or a transitive Anosov
diffeomorphism is called a Sinai-Ruelle-Bowen (SRB) measure. (See also a
more general definition of SRB measures in Section 6.)

The above theorem shows that the SRB measure µ+ is the only physically
observable measure. In numerical experiments with physical models, one
picks an initial point x ∈M at random (with respect to the volume, of course)
and follows its orbit T nx, n ≥ 0. The identity between the time averages and
space averages proclaimed by (3.2) is the basic property that characterizes
physically meaningful measures, steady states, in statistical mechanics. Note
that any absolutely continuous ergodic measure is physically observable.

Lyapunov exponents. Let T : M → M be a diffeomorphism. Oseledec’
theorem [54] implies that for any T -invariant probability measure µ and for
µ-almost every point x ∈M there are Lyapunov exponents λ1 ≤ · · · ≤ λdimM

at x. They describe exponential expansion rates of tangent vectors for λi > 0,
contraction rates for λi < 0. Zero exponents correspond to neutral vectors
(neither expanding nor contracting exponentially). If µ is ergodic, then the
Lyapunov spectrum {λ1, . . . , λdimM} is the same at µ-almost every x ∈M .

In the case of Anosov and Axiom A diffeomorphisms there are no zero
Lyapunov exponents. All positive Lyapunov exponents correspond to unsta-
ble tangent vectors v ∈ Eu

x and all negative Lyapunov exponents to stable
tangent vectors v ∈ Es

x. While different points may have different Lyapunov
exponents (or no Lyapunov exponents at all), for every Gibbs measure µ the
Lyapunov exponents exist almost everywhere, and are a.e. constant on M .

For an ergodic measure µ, let

Λ+
µ = Σ+λi µ-a.e.

be the sum of positive Lyapunov exponents (which are µ-almost everywhere
constant). We need the following technical lemma whose proof is left to the
reader.

Lemma 3.16 For every ergodic measure µ of an Axiom A or Anosov dif-
feomorphism we have Λ+

µ = −µ(ϕu).
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The variational principle (2.51) applies to the present context, cf. 4.4.d
in [44], and so we get Pϕu = supµ[hµ(T )− Λ+

µ ]. Now Lemma 3.7 and Theo-
rem 3.13 imply

Theorem 3.17 Let Ωr be a basic set and µ an ergodic measure on Ωr. Then
hµ(T ) ≤ Λ+

µ . We have
hµ(T ) = Λ+

µ (3.3)

if and only if Ωr is an attractor and µ = µ+ the SRB measure.

Hence, the identity (3.3), known as Pesin’s formula, is another character-
istic property of SRB measures.

Smooth and SRB measures. We discuss here Anosov diffeomorphisms
that preserve a smooth measure. It follows immediately from Corollary 3.15
that if T preserves an absolutely continuous probability measure ν, then
ν = µ+ is the SRB measure.

Theorem 3.18 Let T : M → M be a transitive Anosov diffeomorphism.
The following are equivalent:
(a) T preserves an absolutely continuous measure µ
(b) T admits an invariant measure whose density is Hölder continuous
(c) for every periodic point x = T nx the map DT n : TxM → TxM has
determinant ±1, i.e. the volume is (locally) preserved along every periodic
orbit.

Proof. Clearly, (b) implies (a). Assume that (a) holds, then µ = µ+. Note
that T−1 is also an Anosov diffeomorphism, with Eu

x,T−1 = Es
x,T . Consider the

function ϕs(x) = ln Jsx where Jsx is the Jacobian of the linear map DT : Es
x →

Es
Tx. That function is cohomologous to the function ϕuT−1(x). Denote by µ−

the Gibbs measure for the function ϕs, it corresponds to the µ+ measure
for T−1. Thus, µ+ = µ = µ− and Pϕu = 0 = Pϕs . By Proposition 3.4, for
T nx = x we have Snϕ

u(x)− Snϕ
s(x) = 0. Exponentiating gives (c).

Lastly, let (c) hold. Consider the smooth function ψ(x) = ln Jac(DT :
TxM → TTxM). Then for every periodic point T nx = x we have Snψ(x) = 0.
Proposition 3.4 implies that ψ = u ◦ T − u for some Hölder continuous
function u on M . Then any measure whose density is proportional to eu(x)

is T -invariant.
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Remark 3.3. In fact, the density of the invariant measure µ in the above
theorem is C1 rather than just Hölder continuous, see [51, 52].

Corollary 3.19 In the space of transitive C2 Anosov diffeomorphisms, those
without absolutely continuous invariant measures form an open dense subset.

Proof. To prove the corollary one needs the structural stability of Anosov
diffeomorphisms: any C2 perturbation T1 of an Anosov diffeomorphism T is
also an Anosov diffeomorphism, whose trajectories are close to those of T , see
[2, 43]. In particular, if T nx = x, then there is a point x1 close to x such that
T n1 x1 = x1. Now, if JacDT n(x) = 1, then there is a small perturbation T1

such that JacDT n1 (x1) 6= 1, which proves the density claim. If JacDT n(x) 6= 1
for some n ≥ 1 and T nx = x, then for any small perturbation T1 we have
JacDT n1 (x1) 6= 1. This proves the openness.

In some models of mathematical physics, smooth invariant measures cor-
respond to the so called equilibrium states, which are usually established in
classical Hamiltonian systems in the absence of external forces. On the con-
trary, small external forces or other perturbations of Hamiltonian equations
of motion often destroy smooth invariant measures and create nonequilib-
rium dynamics. In that case natural measures describing the dynamics are
those satisfying (3.2) for typical points x in the phase space. Such measures
are called nonequilibrium steady states. We have seen that for Anosov dif-
feomorphisms and Axiom A attractors without smooth invariant measures,
nonequilibrium steady states are SRB measures.

Smoothness of SRB measures. The SRB measures have another re-
markable property. Their conditional distributions on unstable manifolds
are smooth with respect to the interior Lebesgue measure on those mani-
folds. This was first observed by Sinai for Anosov systems. He constructed
invariant measures with smooth distributions on unstable manifolds in [74]
and later proved that those measures are Gibbs measures with potential ϕu,
i.e. SRB measures, see [76]. Sinai’s original proofs are quite involved, we
outline a simpler but less rigorous argument.

Let W u ⊂M be an unstable manifold and R a Markov partition. Take a
rectangle R ∈ R, a point x ∈ W u ∩R and consider W u

0 := W u(x)∩R. Note
that W u

0 = intW u
0 . The conditional measure induced by the SRB measure

µ+ on W u
0 (let us call that measure νu0 ) is the weak limit of the conditional
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measures induced by µ+ on thin u-subrectangles of R converging to W u
0 . The

existence of that limit was shown in the end of Section 2.
Symbolically, W u

0 corresponds to a one-sided sequence ξ ∈ Σ(−∞,0]. Then
the measure νu0 on W u

0 can be lifted to a measure on the ‘cylinder’ C(ξ) =
π−1

(−∞,0]ξ ⊂ ΣA, that new measure will be denoted by the same symbol, νu0 .
It is characterized by its values

νu0 (C(ξ) ∩ C(ω[0,m])) = lim
n→∞

µ+(C(ξ|[−n,0]) ∩ C(ω[0,m]))/µ
+(C(ξ|[−n,0]))

on subsets C(ξ) ∩ C(ω[0,m]) of C(ξ). The Eq. (2.25) and the fact that, on
attractors, Pϕu = 0 imply that

νu0 (C(ξ) ∩ C(ω[0,m]))
^
_ exp [Smϕ

u(ω)] (3.4)

for an arbitrary ω ∈ C(ξ)∩C(ω[0,m]). On the other hand, the set Tmπ(C(ξ)∩
C(ω[0,m])) is a closed domain in the unstable manifoldW u(Tmx) that stretches
across some rectangle of the partition R. Hence, its Lebesgue volume is of
order one. Recall that exp [Smϕ

u(ω)] = 1/Jac(DTm : Eu
x → Eu

Tmx) whenever
x = π(ω), and the same holds for all points x ∈ W u

0 . Applying Remark 2.7
to get the uniformity in x, we arrive at

Volu(π(C(ξ) ∩ C(ω[0,m])))
^
_ exp [Smϕ

u(ω)] (3.5)

where Volu is the interior Lebesgue volume onW u
0 . Comparing (3.4) and (3.5)

shows that the measure νu0 on W u
0 is equivalent to the Lebesgue volume.

u-SRB measures. One can actually compute the density of the measure
νu0 with respect to the Lebesgue volume on W u

0 , let us denote it by f0(x).
Let ν be any measure on M equivalent to the Lebesgue volume. Its condi-
tional distributions on unstable manifolds are continuous and have positive
densities. Let x, y ∈ W u

0 . According to Corollary 3.15,

f0(x)

f0(y)
= lim

n→∞

g0(x) + · · ·+ gn−1(x)

g0(y) + · · ·+ gn−1(y)

where gi is the conditional density of the measure T i∗ν on W u
0 . Clearly,

gi(x)

gi(y)
=
g(T−ix)

g(T−iy)
·
JuT−iy · · · JuT−1y

JuT−ix · · · JuT−1x
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where g stands for the conditional density of the measure ν on the corre-
sponding unstable manifolds. Since the function Jux is uniformly smooth on
unstable manifolds and the past trajectories {T−ix}, {T−iy} converge to each
other exponentially as i→∞, there is a limit

F (x, y) := lim
n→∞

JuT−ny · · · JuT−1y

JuT−nx · · · JuT−1x

(3.6)

It then follows that f0(x)/f0(y) = F (x, y) for all x, y ∈ W u
0 . This, together

with the normalization of the measure νu0 , determines its density f0 on W u
0

completely.

Remark 3.4. It is easy to see from the above argument that the density
f0 is Lipschitz continuous. A more careful analysis shows that if T is Cr,
then actually f0 is Cr−1 smooth (at the same time the unstable and stable
manifolds are as smooth as T , i.e. Cr).

The formula (3.6) for smooth hyperbolic maps was first found by Anosov
and Sinai [4].

Definition. Let W u be a local unstable manifold, i.e. a compact domain
on a global unstable manifold. Then the unique probability measure νu on
W u whose density f(x) with respect to the induced Lebesgue volume on W u

satisfies the equation

f(x)/f(y) = F (x, y) ∀x, y ∈ W u

is called the u-SRB measure (on W u).

4 Gibbs measures for Anosov and Axiom A

flows

This section is devoted to hyperbolic systems with continuous time – flows.
We will explain how the theory of Gibbs measures and particularly SRB
measures extends to smooth hyperbolic flows. First we define appropriate
classes of flows.

Let ϕt : M → M be a C2 smooth flow on a C∞ smooth compact Rie-
mannian manifold M . This means that the trajectories of ϕt are defined by
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ordinary differential equations dϕt/dt = v(x), where v(x) is a C2 vector field
on M . Fixed points of ϕt correspond to zeroes of the field v.

A ϕt-invariant subset X ⊂ M without fixed points is said to be (uni-
formly) hyperbolic if for all x ∈ X there exists a Dϕt-invariant decomposition

TxM = Eϕ
x ⊕ Eu

x ⊕ Es
x (4.1)

such that
(i) Eϕ

x is a one-dimensional subspace spanned by the vector v(x);
(ii) dimEu,s

x 6= 0 and there are C > 0 and λ < 1 such that

||Dϕt(w)|| ≤ Cλt||w|| for w ∈ Es
x, t ≥ 0

||Dϕ−t(w)|| ≤ Cλt||w|| for w ∈ Eu
x , t ≥ 0

There is always a metric on M (called Lyapunov or adapted metric) in
which C = 1, i.e. the above contraction of tangent vectors is monotone in
time.

It is easy to see that the splitting (4.1) depends on x continuously. The
space Eϕ

x depends on x smoothly, but this is not true for Eu,s
x . In fact, just

like for Anosov and Axiom A diffeomorphisms, the spaces Eu,s
x depend on

x Hölder continuously, see [3, 43]. Anosov [2] showed that Eu,s
x may not be

differentiable, even if v(x) is real analytic. The original Anosov’s argument
worked in high dimensions only, but later Plante [60] showed that Eu,s

x were
not necessarily differentiable even in the simplest case dimEu

x = dimEs
x = 1.

In this last case, however, the two-dimensional families Eu
x⊕Eϕ

x and Es
x⊕Eϕ

x

are C1 smooth, see [38] for more.

Definition. A flow ϕt : M → M is called an Anosov flow if the entire
manifold M is a uniformly hyperbolic set (in particular, the flow has no fixed
points in M).

Definition. A flow ϕt : M → M satisfies Smale’s Axiom A if the set of
nonwandering points Ω ⊂ M is a disjoint union Ω = X ∪ F , where X is a
closed uniformly hyperbolic set in which periodic orbits of the flow are dense,
and F is a finite set consisting of isolated hyperbolic fixed points.

Theorem 4.1 (Smale’s spectral decomposition) For an Axiom A flow,
we have X = X1∪· · ·∪Xm, where Xi are disjoint closed ϕt-invariant subsets
such that
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(a) the flow ϕt : Xi → Xi is transitive (i.e. there is a dense orbit in each
Xi);
(b) there is an open set Ui ⊃ Xi such that Xi = ∩∞t=−∞ϕt(Ui).
The sets Xi are called the basic sets of the flow.

An Anosov flow is transitive if there is a dense orbit in M . In that case
4.1 implies that the entire manifold M is a single basic set of the flow.

Recall that the transitivity of all Anosov diffeomorphisms is still an open
problem at present, and we had to assume the transitivity for Anosov diffeo-
morphisms in Sections 1–3 to obtain reasonable results. The corresponding
open problem for Anosov flows was solved by J. Franks and R. Williams in
the late 70-s [29]: they found examples of nontransitive Anosov flows! So,
they justifiably called such Anosov flows ‘anomalous’. To avoid such anoma-
lities, we will always assume transitivity for Anosov flows discussed in this
section.

Gibbs measures can be defined for Anosov and Axiom A flows. The
constructions of Gibbs measures for these two classes of flows are almost
identical, the two cases only differ in relatively minor technical details. For
brevity, we often mention just Anosov flows, but everything goes through
for Axiom A flows as well. Furthermore, compact locally maximal topologi-
cally transitive hyperbolic sets of any smooth flow have all the characteristic
properties of Axiom A flow basic sets, so our constructions apply as well.

The first step in the construction of Gibbs measures is to define a version
of Markov partitions and symbolic dynamics for Anosov flows.

Markov sections. For every x ∈M and δ > 0 denote by W s
δ (x) and W u

δ (x)
the local stable and unstable manifolds (of size δ) through x. For small ε > 0,
consider

Wwu(x) := ϕ[−ε,ε]W u
δ (x) and Wws(x) := ϕ[−ε,ε]W s

δ (x)

the so called local weakly unstable and weakly stable manifolds, respectively.
Here and further on we adopt Bowen’s notation

ϕ[a,b]A := ∪a≤t≤bϕtA

for any A ⊂ M . Weakly unstable and stable manifolds have one extra
dimension as compared to W u(x) and W s(x). The manifolds W u(x) and
W s(x) are often called, accordingly, strongly unstable and stable manifolds.
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A closed subset R ⊂ M is called a rectangle if there is a small closed
codimension one smooth disk D ⊂ M transversal to the flow ϕt, such that
R ⊂ D, and for any x, y ∈ R the point

[x, y]R := D ∩Wws(x) ∩Wwu(y)

exists and also belongs to R. A rectangle R is said to be proper if R = intR
in the internal topology of D. For any rectangle R and x ∈ R we put

W u(x,R) := R ∩Wwu(x) and W s(x,R) := R ∩Wws(x)

Then R is a direct product of the sets W u(x,R) and W s(x,R) in the sense
of the map (y, z) 7→ [y, z]R for y, z ∈ R.

Definition (cf. [10]). A finite collection of closed sets R = {R1, . . . , Rm} is
said to be a proper family of size α > 0 if
(i) M = ϕ[−α,0](S), where S = R1 ∪ · · · ∪Rm;
and there are disks D1, . . . , Dm containing these sets such that for every i
(ii) diamDi < α;
(iii) Ri = intRi;
(iv) for any i 6= j at least one of the two sets Di ∩ ϕ[0,α]Dj and Dj ∩ ϕ[0,α]Di

is empty; in particular, Di ∩Dj = ∅.
It follows from (i) that for any x ∈ S there is a smallest positive return

time l(x) such that ϕl(x)(x) ∈ S. According to (i) and (iv), the function l(x)
is bounded from above and below: 0 < lmin ≤ l(x) ≤ lmax < ∞. The set
S is called a cross-section of the flow ϕt. It generates the first return map
on S (Poincaré map) defined by T (x) = ϕl(x)(x). Note that T : S → S is
a one-to-one map. It is easy to check that the functions l(x) and T (x) are
locally as smooth as the flow ϕt, i.e. of class C2. They are not continuous
globally on S, see below.

We note that l(x) and T (x) are smooth at all x ∈ (∪i intRi)\∪i(T−1∂Ri).
All the iterations of T are continuous on the T -invariant set

S∗ =
{
x ∈ S : T kx ∈ ∪mi=1intRi for all k ∈ ZZ

}
Definition (cf. [10]). A proper family of sets R = {R1, . . . , Rm} of a small
size α is said to be a Markov section (or a Markov family), if
(i) every Ri ∈ R is a (proper) rectangle;
(ii) we have the Markov property: if x ∈ intRi ∩ T−1(intRj), then

W s(x,Ri) ⊂ T−1(W s(Tx,Rj)) and T (W u(x,Ri)) ⊃ W u(Tx,Rj)
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Theorem 4.2 Any transitive Anosov flow ϕt : M →M has Markov sections
of arbitrary small size. The same is true for the restriction of an Axiom A
flow to any basic set.

One can modify the construction of Markov partitions for Anosov and
Axiom A diffeomorphisms to prove this theorem. This was done by Bowen,
and we refer the reader to his paper [10] for details.

We will explain next that the theory of Anosov diffeomorphisms, at least
in its essential parts, applies to the map T : S → S.

Just like for Anosov diffeomorphisms, we introduce the following nota-
tion for flows. For any rectangle R put ∂R = ∂uR ∪ ∂sR, where ∂uR =
∪x∈R∂W s(x,R) and ∂sR = ∪x∈R∂W u(x,R). We put ∂uS = ∪i∂uRi and
∂sS = ∪i∂sRi, then ∂S = ∂uS ∪ ∂sS. Now we have, as in (1.7), that
T (∂sS) ⊂ ∂sS and T−1 (∂uS) ⊂ ∂uS. Note that ∂S ∪ T±1∂S is a closed
nowhere dense subset of S, so the set S∗ above is a residual set. The set S∗
will be essential for us, while what happens in the complement S \ S∗ will
not be so essential, see Remark 4.1 below.

The cross-section S is now a submanifold of codimension one in M , it is
a finite union of connected submanifolds with boundary. The function l(x)
and the Poincaré map T are piecewise smooth (of class at least C2) on S.
The discontinuities of l(x) and T are in T−1(∂sS).

For every Ri ∈ R and x ∈ Ri let E
s,u
x be the tangent planes toW s,u(x,Ri),

respectively. The splitting

TxS = Es
x ⊕ Eu

x (4.2)

is DT -invariant and there are constants CT > 0 and λT ∈ (0, 1) such that

||DT n(v)|| ≤ CTλ
n
T ||v|| for v ∈ Es

x, n ≥ 0

||DT−n(v)|| ≤ CTλ
n
T ||v|| for v ∈ Eu

x , n ≥ 0. (4.3)

(at singular points x ∈ ∂S ∪ T−1(∂sS) a one-sided derivative DT can be
used in (4.3)). The splitting (4.2) is Hölder continuous in x, since so is the
splitting (4.1). The sets W s,u(x,Ri) are stable and unstable manifolds for T ,
respectively.

It is important to note that the map T : S → S is not exactly an Anosov
diffeomorphism, since S is disconnected and has boundary, and T has sin-
gularities on S ∩ T−1(∂sS). Nonetheless, the restriction of T to the set S∗
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behaves exactly like the restriction of an Anosov diffeomorphism T : M →M
to the essential set M \M# defined in Section 1, cf. Theorem 1.3. Thus,
the partition R of S has all essential properties of a Markov partition for
an Anosov diffeomorphism. Some minor technical differences can be easily
taken care of, see also below.

Symbolic dynamics. The Markov partition R of S produces a topological
Markov chain (ΣA, σ) with a transition matrix A of size m ×m defined by
(1.8).

Some constructions of Section 1 have to be slightly modified, this concerns
the boundary ∂S, which looks and behaves differently from ∂R in Sect. 1.
In particular, the projection π : ΣA → S must now be defined as follows:
(i) for every x ∈ S∗, let ω = {ωn} ∈ ΣA be defined by T nx ∈ Rωn for all
n ∈ ZZ, then we set π(ω) = x. This defines π continuously on a dense residual
subset

Σ∗
A := π−1S∗ ⊂ ΣA

(ii) on the set ΣA \ Σ∗
A, the map π is simply extended by continuity.

Lemma 4.3 (i) The map π is surjective and one-to-one on Σ∗
A = π−1(S∗).

(ii) Also, π is Hölder continuous on ΣA in any metric dα, see Sect. 2. (iii)
Lastly, π(ω) = ∩∞n=−∞T

−nRωn for all ω ∈ Σ∗
A. (This does not necessarily

hold for ω ∈ ΣA \ Σ∗
A.)

The proof is left as an exercise.

Remark 4.1. We have ρ(Σ∗
A) = 1 for every Gibbs measure ρ on ΣA (recall

Corollary 3.2).

The last remark indeed shows that the set S \ S∗ is not so essential and
can be neglected in measure-theoretic considerations.

Remark 4.2. The identity T ◦π = π ◦σ holds on Σ∗
A but may fail on ΣA \Σ∗

A.
However, it is possible to redefine slightly the function l(x) (and hence the
map T (x) = ϕl(x)(x)) on ∂S so that the identity T ◦ π = π ◦ σ will hold on
the entire set ΣA. This was observed by Bowen [10].

Since the flow ϕt : M →M (or the restriction of ϕt to Xr in the Axiom A
case) is topologically transitive, then the map T : S → S, and hence the TMC
(ΣA, σ), are transitive as well. However, the TMC need not be mixing (even

72



if the flow ϕt is) for the reason being clear from the following argument. We
claim that it is always possible to find a Markov section R that produces a
mixing TMC (ΣA, σ), even if the flow ϕt is not topologically mixing. Indeed,
let σ, and hence the map T : S∗ → S∗ be not topologically mixing. Then
S = S(1)∪· · ·∪S(k), with S(i)∩S(j) = ∅ for i 6= j, and T (S(i)) = S(i+1) (with
S(k+1) := S(1)), and every S(i) is a union of some rectangles of R, and the
map T k is mixing on S(1). Then we replace S by S(1), the function l(x) by
l(x) + · · ·+ l(T k−1x) and the map T by T k. Now the new map T , and hence
the corresponding TMC (ΣA, σ), are topologically mixing. The above trick
was described by Bowen and Ruelle [13].

Now we define symbolic dynamics for the flow ϕt. Consider the function
τ : ΣA → IR defined by τ(ω) := l(π(ω)) on Σ∗

A and extended by continuity
to the entire set ΣA. Since l(x) is smooth at all x ∈ S∗ and π is Hölder
continuous, the function τ(x) is Hölder continuous on Σ∗

A, hence also on ΣA.
It is also bounded above and below just because so is l(x), i.e. 0 < lmin ≤
τ(ω) ≤ lmax <∞.

Note that ϕτ(ω)π(ω) = π(σ(ω)) for all ω ∈ ΣA. To check this, first
consider ω ∈ Σ∗

A and then use the continuity of both τ and π.

Definition. We say that ψt : Y → Y is a suspension flow with the base
transformation σ : ΣA → ΣA and the ceiling function τ(x), if

Y = {(ω, s) : ω ∈ ΣA, 0 ≤ s ≤ τ(ω)}

with identification of points (ω, τ(ω)) and (σ(ω), 0), and ψt acts as

ψt(ω, s) = (ω, s+ t)

(with the above identification). Note that the space Y is compact, and the
flow ψt is continuous.

Define a projection π̃ : Y →M by

π̃ : (ω, s) 7→ ϕsπ(ω)

The map π̃ is well defined on Y for all s due to the identification (ω, τ(ω)) =
(σ(ω), 0) and the identity ϕτ(ω)π(ω) = π(σ(ω)) proved above. One can verify
by direct inspection that π̃ is continuous and surjective and commutes with
our flows, i.e.

ϕt ◦ π̃ = π̃ ◦ ψt
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The suspension flow ψt : Y → Y is a symbolic representation of the flow
ϕt : M → M . It has many other nice properties that we will not need
here. For example, it is at most k-to-one for some finite k, any orbit of ψt

is periodic if and only if so is its image under π̃, etc. We refer the reader to
[10] for proofs of these and further properties.

Gibbs measures. First, we define Gibbs measures for the symbolic flow
ψt : Y → Y .

We start with an important observation: there is a natural one-to-one cor-
respondence between ψt-invariant probability measures on Y and σ-invariant
probability measures on the base ΣA. Let a measures ν on ΣA be σ-invariant
and denote by m the Lebesgue measure on IR. Then the measure µν first de-
fined by ν×m, then restricted to Y and normalized, is ϕt-invariant (note that
the identification (ω, τ(ω)) = (σ(ω), 0) only affects a subset of µν-measure
zero). One can easily check that ν 7→ µν is a one-to-one correspondence
between the space of σ-invariant probability measures, call it M(ΣA), and
that of ψt-invariant probability measures, call it M(Y ). It is also easy to
check that ν is ergodic if and only if so is µν . This correspondence between
M(ΣA) and M(Y ) will be very helpful.

Now, for any Hölder continuous function g : ΣA → IR consider the Gibbs
measure ρg on ΣA. By the above correspondence, ρg produces a ψt-invariant
measure, µρg , on Y . We can construct Gibbs measures on Y in this way.
It will be, however, more natural to associate Gibbs measures on Y with
functions on Y rather than with functions on ΣA.

Definition. Assume that the function f : Y → IR is continuous and the
function

F (ω) =
∫ τ(ω)

0
f(ω, s) ds (4.4)

is Hölder continuous on ΣA. Then the function

g(ω) = F (ω)− Pf · τ(ω) (4.5)

is also Hölder continuous on ΣA. Here Pf is the topological pressure of the
function f for the flow ψt, cf. 2.5.k in [44]. Now, the measure µf := µρg is
called the Gibbs measure for the flow ψt associated with the potential f .

Note that the function f(x) on Y has to be converted into a potential
g(ω) on ΣA by the rules (4.4)-(4.5) in order to define the measure µf .

74



Theorem 4.4 (Equilibrium states) (i) The Gibbs measure µf is the unique
equilibrium state for the function f , i.e. the unique measure on which the
following supremum is attained:

Pf = sup
µ∈M(Y )

(
hµ(ψ

t) +
∫
Y
f dµ

)

(ii) The measure µf is ergodic and positive on every open set.

Proof. Recall that every measure µ ∈M(Y ) is µ = µν for some ν ∈M(ΣA).
Now ∫

Y
f dµν =

∫
ΣA
F dν∫

ΣA
τ dν

and, according to Abramov’s formula [1],

hµν (ψ
t) =

hν(σ)∫
ΣA
τ dν

Therefore,

Pf = sup
µ∈M(Y )

(
hµ(ψ

t) +
∫
Y
f dµ

)

= sup
ν∈M(ΣA)

hν(σ) +
∫
ΣA
F dν∫

ΣA
τ dν

This implies that

Pg = sup
ν∈M(ΣA)

(
hν(σ) +

∫
ΣA

(F − Pfτ) dν
)

= 0

We know from Section 3 that the above supremum is attained on a unique
measure, the Gibbs measure ν = ρg. This proves (i). The properties of
µf claimed in (ii) immediately follow from similar properties of the Gibbs
measure ρg on ΣA. 2

Theorem 4.5 For any Gibbs measure µf on Y the projection π̃ : Y → M
is µf -almost everywhere one-to-one. Therefore, the ergodic and statistical
properties of the measure µf and its image π̃∗µf on M are identical. In
particular, the measure π̃∗µf is ergodic and positive on open subsets (of M
for Anosov flows and of Xr for Axiom A flows).
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The proof is based on Remark 4.1. See also a more direct proof in [13].

Let p : M → IR be a Hölder continuous function. Then the function
f = p ◦ π̃ is continuous on Y and the function F (ω) =

∫ τ(ω)
0 f(ω, s) ds is

Hölder continuous on ΣA. The Hölder continuity of F follows by direct
calculation based on the hyperbolicity of ϕt and the Hölder continuity of
τ(ω). We leave it as an exercise, see also 3.3 in [13]. Now one can associate
the measure

µp := π̃∗µf

with the potential function p(x) and the Markov section R.

Proposition 4.6 The measure µp does not depend on the choice of the
Markov section R. Furthermore, µp is the unique equilibrium state for the
function p(x), i.e. the unique measure on which the following supremum is
attained

Pp = sup
µ

(
hµ(ϕ

t) +
∫
M
p dµ

)
(4.6)

where the supremum is taken over all ϕt-invariant measures on M and Pp is
the topological pressure of the function p with respect to the flow ϕt.

This is a direct analogue of Proposition 3.3, and can be proved similarly,
see details in [13].

Remark 4.3. It can be also shown that Pp = Pf where f = p ◦ π̃.

Definition. The measure µp is called the Gibbs measure for an Anosov
(Axiom A) flow corresponding to the potential function p(x) on M (resp.,
Xr).

We emphasize the correspondence between the measures

µp on M ↔ µf on Y ↔ ρg on ΣA (4.7)

with
f = p ◦ π̃ and g =

∫ τ

0
f ds− Pf · τ

All the measures in (4.7) are Gibbs measures.
Let p1, p2 be two Hölder continuous functions on M , and R a Markov

section. Obviously, the two Gibbs measures µp1 , µp2 on M coincide iff the
measures µf1 and µf2 on Y coincide, with fi = pi ◦ π̃. The latter happens iff
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the measures ρg1 , ρg2 on ΣA coincide, with gi =
∫ τ
0 fi ds−τPfi

. Those two are
Gibbs measures on a mixing TMC, and we can apply Theorem 2.23. Thus,
we arrive at the following criterion.

Proposition 4.7 The two Gibbs measures µp1 and µp2 coincide if and only
if for any (and thus for every) Markov section R the functions

G1(x) =
∫ l(x)

0
p1(ϕ

tx) dt−Pp1l(x) and G2(x) =
∫ l(x)

0
p2(ϕ

tx) dt−Pp2l(x)

are cohomologous on S, i.e.

G1(x)−G2(x) = u(Tx)− u(x)

for some Hölder continuous function u(x) on S. (Note: there is no constant
K in the above cohomological equation, since K = PG1 − PG2 and PG1 =
PG2 = 0, see the proof of 4.4).

Hence, there are uncountably many Gibbs measures for any Anosov and
Axiom A flow.

A critical reader may notice that our discussion starts repeating that
in Section 3, in particular Propositions 3.3 and 3.4. The only difference is
the object of the discussion – now it is flows rather than diffeomorphisms.
Essentially, though, the situation is very much the same, and the rest of the
Section 3 – the theory of SRB measures – carries over to flows with very
few changes. Below we summarize the main results of this theory in the
case of flows, emphasizing the differences and connection between flows and
diffeomorphisms. We do not provide the proofs which differ little from those
in Section 3, the reader can adapt them easily.

The potential function pu and SRB measures. Let Λu
x(t) be the Jaco-

bian of the linear map Dϕt : Eu
x → Eu

ϕtx and

pu(x) = −d ln Λu
x(t)

dt
|t=0 = −dΛ

u
x(t)

dt
|t=0

Since the map x 7→ Eu
x is Hölder continuous and the map Eu

x → pu(x) is
differentiable, then the function pu(x) is Hölder continuous.

Definition. The Gibbs measure µ+ = µpu is called a u-Gibbs or a generalized
Sinai-Ruelle-Bowen measure for the flow ϕt.
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Proposition 4.8 For any t > 0 we have
∫ t
0 p

u(ϕsx) ds = − ln Λu
x(t).

The proof is left as an exercise.

Attractors. A basic set Xr of an Axiom A flow is called an attractor if there
is an open neighborhood U of Xr such that ∩t>0ϕ

tU = Xr. In particular, for
transitive Anosov flows, the entire manifold M is an attractor.

A basic set Xr is an attractor if and only if Xr = ∪x∈XrW
u(x), i.e.

Xr is the union of (global) unstable manifolds of its points. Equivalently,
Xr = ∪x∈XrW

wu(x), i.e. Xr is the union of weakly unstable manifolds of its
points. Furthermore, Xr is an attractor if W u

ε (x) ⊂ Xr for some x ∈ Xr and
ε > 0, i.e. Xr contains a small open ball of an unstable manifold.

Let
W s(Xr) = {y ∈M : d(ϕty,Xr) → 0 as t→∞}

Then M = ∪rW s(Xr), and this is a disjoint union (here the hyperbolic fixed
points x ∈ F are also considered as basic sets). It is also true that

W s(Xr) = ∪x∈XrW
s(x) = ∪x∈XrW

ws(x)

The following are equivalent:
(a) Xr is an attractor
(b) Vol (W s(Xr)) > 0
(c) The set W s(Xr) is open
(d) Ppu = 0 with respect to the flow ϕt : Xr → Xr.

Let Xr be an attractor and R a Markov section in Xr. We denote by Jux
the absolute value of the Jacobian of the linear map DT : Eu

x → Eu
Tx and

put ϕu(x) = − ln Jux on S. Consider the measure

ρ+ := ρϕu◦π

on ΣA. In a sense, ρ+ is the SRB measure for the map T : S → S (which
is not exactly an Axiom A attractor, but possesses all essential properties of
Axiom A attractors as explained after Theorem 4.2).

Proposition 4.9 Let Xr be an attractor and R a Markov section in Xr.
The generalized SRB measure µ+ on Xr corresponds to the measure ρ+, in
the sense of (4.7). This also holds for transitive Anosov flows.
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Proof. Proposition 4.8 implies that∫ τ(ω)

0
fu ◦ π̃(ω, s) ds = − ln Λu

π(ω)(τ(ω)) =: g+(ω)

Since Ppu = Ppu◦π̃ = 0 (cf. Remark 4.3), the measure µ+ corresponds to
the Gibbs measure ρg+ on ΣA. One can easily verify that the function g+ is
cohomologous to ϕu ◦ π on Σ∗

A. Hence, ρg+ = ρ+. 2

Definition. The measure µ+ on an attractor Xr of an Axiom A flow (respec-
tively, on M for a transitive Anosov flow) is called the Sinai-Ruelle-Bowen
(SRB) measure.

Since M = ∪rW s(Xr), the future semiorbit of almost every point x ∈M
(with respect to the Riemannian volume) approaches some attractor. For
any attractor Xr, the open set W s(Xr) is called the basin of attraction. The
measure µ+ on the attractor Xr describes the asymptotic distribution of the
semiorbits of generic points x ∈ W s(Xr) in the following sense. For almost
every point x ∈ W s(Xr) and any continuous function q : M → IR we have

lim
T→∞

1

T

∫ T

0
q(ϕtx) dt =

∫
q dµ+ (4.8)

Furthermore, if the restriction of the flow ϕt to Xr is topologically mixing,
then for any absolutely continuous probability measure ν on the basin of
attraction W s(Xr) the measure ϕt∗ν weakly converges to µ+, see a proof in
[13]. In that case µ+ is K-mixing and Bernoulli, see also Theorem 4.11 below.

In the sense of (4.8), the SRB measures on attractors are the only physi-
cally observable measures. Adopting physical terminology, one can call them
steady states for Anosov and Axiom A flows.

Anosov flows and SRB measures. Let ϕt : M → M be a transitive
Anosov flow. If ϕt preserves an absolutely continuous probability measure
µ, then certainly µ = µ+. In this case the density of µ with respect to the
Riemannian volume is C1 smooth. The Anosov flow ϕt preserves a smooth
measure if and only if for every periodic orbit ϕtx = x (of period t) we have
Dϕt(x) = 1, i.e. the volume is locally preserved along that orbit. In the space
of transitive C2 Anosov flows, those without absolutely continuous invariant
measures form an open dense subset.
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The SRB measures for Anosov flows and Axiom A attractors have smooth
conditional distributions on unstable manifolds. For any local unstable man-
ifold W u ⊂ M (resp., W u ⊂ Xr) the density f(x) of the conditional distri-
bution of µ+ on W u satisfies

f(x)

f(y)
= lim

t→−∞

Λu
x(t)

Λu
y(t)

We can also call the unique probability measure on W u satisfying the above
condition the u-SRB measure on W u.

All the above properties can be proved in the same way as those of Anosov
diffeomorphisms.

This concludes the extension of the results of Section 3 to hyperbolic
flows.

Mixing flows versus cycles. There is a serious difference between hyper-
bolic flows and diffeomorphisms: some flows are not topologically mixing for
one reason that is specific for flows, as illustrated below.

Example 4.1. Let T : M1 → M1 be a transitive Anosov diffeomorphism and
c > 0. Consider the suspension flow over the base M1 under a constant
ceiling function τ(x) ≡ c. It is defined on the compact space M = M1× [0, c]
with the usual identification of points (x, c) = (Tx, 0). The space M can
be endowed with a metric in which it will be a smooth compact manifold
without boundary, and the suspension flow ϕt will be Anosov. It is clearly
transitive but not mixing. No ϕt-invariant measure can be mixing either. In
the t-direction, the flow is just a circle rotation.

Definition. We call a smooth flow ϕt : M → M a cycle if it admits a
smooth cross-section with a constant return function. Cycles can never be
topologically mixing.

Example 4.2. In Example 4.1, one can slightly refine the ceiling function,
retaining the nontransitivity. Assume that τ(x) takes values commensurate
to a constant, i.e. τ(x) = a n(x), where a > 0 is a constant and n(x) > 0 is
an integer-valued function. In this case one can easily find another Markov
section in M so that the suspension flow will again have a constant return
function, so ϕt is a cycle.

Remark 4.4. Let a flow ϕt have a cross-section S with return function l(x)
and the return map T (x) = ϕl(x)(x) on S. Assume that l(x) = l0(x)+u(Tx)−
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u(x), where l0 is commensurate to a constant and u(x) is a smooth function
on S. Then ϕt is a cycle. To show this, just consider new cross-section
S1 = {ϕu(x)(x) : x ∈ S}.

Theorem 4.10 (Anosov alternative) Let ϕt : M → M be a transitive
Anosov flow. Then either
(i) ϕt is a cycle, or
(ii) the global unstable manifold W u(x) and the global stable manifold W s(x)
are both dense in M for every x ∈ M . In this case the flow is topologically
mixing.

The proof of this theorem involves topological considerations and resem-
bles that of Smale’s spectral decomposition 4.1. We refer the reader to a
well written Plante’s paper [60].

Remark 4.5. In the cycle case (i) above, for any Markov section R in M
the return function l(x) on S is cohomologous to a function whose values
are commensurate to a constant. This follows from some general results by
Gurevich [37] on suspension flows. So, Examples 4.1, 4.2 and Remark 4.4
essentially describe all types of cycles.

It is interesting to note that if an Anosov flow has two periodic orbits
with incommensurate periods, then it is topologically mixing.

Remark 4.6. The property claimed in (ii) of Theorem 4.10 is often taken as
a definition of topological mixing for Anosov flows.

Geodesic flows. There is a well studied class of Anosov flows. Every
geodesic flow on a smooth compact connected Riemannian manifold with
negative sectional curvatures is a topologically mixing Anosov flow. Hyper-
bolic properties of these geodesic flows were observed by Hopf [41], who also
proved the ergodicity for these flows. Actually, motivated by that, Anosov
introduced his class of flows, which he originally called C-flows, they are now
called Anosov flows. Arnold proved [6, 7] that the above geodesic flows are
always topologically mixing, see also Anosov [2]. In addition, they are K-
mixing and Bernoulli with respect to the natural smooth invariant measures.

Theorem 4.11 ([76, 53, 65]) Let ϕt be a topologically mixing Anosov or
Axiom A flow on a basic set Xr. Then every Gibbs measure µp on M (resp.,
Xr) is mixing, K-mixing and Bernoulli.
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Joint integrability. Let ϕt : M → M be an Anosov flow. The spaces
Eu
x , E

s
x are said to be jointly integrable if the family of hyperplanes Eu

x ⊕ Es
x

in TM is integrable, i.e. if there is a C1 foliation of M by codimension one
submanifolds tangent to Eu

x ⊕ Es
x. In this case every unstable and stable

manifold wholly lies in one leaf of that foliation. Clearly, this is the case for
cycles. Indeed, if S is a cross-section with a constant return function l(x),
then all the hyperplanes Eu

x ⊕ Es
x are tangent to level surfaces l(x) =const.

A simple geometric construction can be used to detect the joint integra-
bility of Eu,s

x , see Fig. 3. Let x ∈M and ε > 0. Take a point y ∈ W u
ε (x) and

a point z ∈ W s
ε (x), both at distance ε from x. Consider

y′ = W s
δ (y) ∩Wwu

δ (z) and z′ = Wws
δ (y) ∩W u

δ (z)

If δ > 2ε, but small enough, each of the above intersections consists of
one point. One can see that the points y′, z′ belong in the same orbit, i.e.
z′ = ϕτy′ for some small τ . Clearly, for jointly integrable spaces Eu

x , E
s
x we

have τ ≡ 0 for all x and ε > 0. As Plante showed for Anosov flows [60], if
only τ ≡ 0 in a small open set and all small ε > 0, then the flow ϕt is a
cycle. On the other hand, if τ 6= 0 for at least one x, then ϕt is topological
mixing. Thus, even local joint integrability of Eu

x , E
s
x is equivalent to the

cycle property for Anosov flows (but not for Axiom A flows, see below).
The joint nonintegrability of stable and unstable subspaces for a geodesic

flow on a manifold M0 of negative sectional curvature can now be verified
as follows. It is known that each unstable manifold W u is a smooth strictly
convex hypersurface in M0 equipped with outward unit normal vectors. Like-
wise, each stable manifold W s is a smooth strictly convex hypersurface in
M0 equipped with inward unit normal vectors. By using the convexity, one
easily observes that τ 6= 0 in a neighborhood of any point. It is interesting
that a similar convexity argument works for some mechanical systems with
hyperbolic behavior, in particular for dispersing billiards as was noted by
Sinai.

Central Limit Theorem (CLT) for our flows says that for every Gibbs
measure µ and every Hölder continuous function q(x) on M

lim
T→∞

µ

{∫ T
0 q(ϕtx) dt− Tµ(q)√

T
< z

}
=

1√
2πσq

∫ z

−∞
e
− x2

2σ2
q dx (4.9)

for all −∞ < z <∞ and some constant σq ≥ 0.
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Figure 3: Joint nonintegrability of stable and unstable foliations.
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It is interesting that the CLT holds for all hyperbolic flows, including
cycles, it is even easier to prove in the case of cycles. Let ϕt be a cycle and S
a Markov section with a constant return function l(x) ≡ c. Then (4.9) easily
reduces to the CLT for the Gibbs measure ρg on S corresponding to µ and the
Hölder continuous function

∫ c
0 q(ϕ

tx) dt on S. Note that the Gibbs measure
µ is not even mixing in this case, still the CLT holds! Strangely enough, for
mixing flows the proof of the CLT is somewhat more complicated. We refer
the reader to [64].

Decay of correlations. Let ϕt be an Anosov or Axiom A flow and µ a
Gibbs measure. The correlation function for a Hölder continuous function
q(x) is defined by

Cq(t) = µ(q · (q ◦ ϕt))− [µ(q)]2 (4.10)

It is standard that Cq(t) → 0 as t→∞ for all q(x) ∈ L2(µ) if and only if the
measure µ is mixing, or equivalently the flow ϕt is topologically mixing. If
ϕt is a cycle, then Cq(t) is easily seen to be a periodic function in t. In 1975
Bowen and Ruelle [13, 68] raised a question:

What is the speed of convergence of Cq(t) to zero for mixing Axiom A flows?
Is it exponential in t?

A negative answer was given by Ruelle [70] and strengthened by Pollicott
[62] who found mixing Axiom A flows with correlations decaying arbitrarily
slowly. Their example is quite instructive, we describe it next.

Consider the baker’s transformation T (x, y) on the unit square [0, 1]×[0, 1]
defined by T (x, y) = (2x, y/2) for x ≤ 1/2 and T (x, y) = (2x− 1, (y + 1)/2)
for x > 1/2. It has a finite Markov partition R = {R1, R2} with R1 =
[0, 1/2] × [0, 1] and R2 = [1/2, 1] × [0, 1]. Since T is only discontinuous on
∂R1∪∂R2, the map T has all the essential properties of Anosov and Axiom A
diffeomorphisms (the situation here is very similar to that for the return map
on a Markov section of an Anosov flow, as we explained after Theorem 4.2).
Now consider the ceiling function l(x) ≡ 1 on R1 and l(x) ≡ α on R2. Of
course, for any rational α the suspension flow is a cycle. Pollicott showed
that if α is irrational but allows good approximations by rationals, then the
correlation function Cq(t) will decrease as slowly as one wishes.

Note that the ceiling function l(x) in the above example is locally con-
stant, so locally (but not globally) the spaces Eu

x , E
s
x are jointly integrable.
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Hence, one can have local joint integrability for topologically mixing Axiom A
flows (this is impossible for Anosov flows, as we said above).

Recall that local joint integrability of Eu
x , E

s
x is characterized by τ = 0,

where τ is introduced in the construction illustrated on Fig. 3. It is unknown
if Axiom A or Anosov flows with τ 6= 0 have exponential decay of correlations.
At least, by requiring a certain lower bound on τ/ε2 (again in terms of the
construction shown on Fig. 3), one can ensure a rapid decay of correlations:

Theorem 4.12 (Chernov [17]) Let ϕt : M3 →M3 be an Anosov flow and

|τ | ≥ cε2 where c > 0 is a constant, then |Cq(t)| ≤ Ce−at
1/2

with some
constants C > 0 and a > 0 for the SRB measure µ = µ+.

Alternatively, by requiring an extra smoothness of the flow ϕt and the
spaces Eu,s

x (as functions of x) one can obtain even an exponential decay of
correlations:

Theorem 4.13 (Dolgopyat [26]) Let ϕt : M → M be a C2+ε mixing
Anosov flow, for which the spaces Eu

x , E
s
x are C1 functions of x. Then

|Cq(t)| ≤ Ce−at with some constants C > 0 and a > 0 for the SRB mea-
sure µ = µ+.

Remark 4.7. The last theorem covers geodesic flows on compact surfaces
of negative curvature, because the spaces Eu,s

x are known to be C1 for such
geodesic flows [40].

For generic Anosov flows, not much is known, but we have the following
mild bound on correlations:

Theorem 4.14 (Dolgopyat [26]) Let ϕt : M → M be a mixing Anosov
flow. Then |Cq(t)| decays rapidly in the sense of Schwartz. In particular, it
decays faster than any power function t−a, a > 0. This is true for any Gibbs
measure µ.

More discussions of this issue can be found in the survey [63]. It is
still unknown if |Cq(t)| decays exponentially for any mixing Anosov flow.
It remains yet to explore the speed of the decay of correlations for generic
Anosov and Axiom A flows.
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5 Volume compression

Here we concentrate on hyperbolic diffeomorphisms that do not preserve
absolutely continuous measures.

Let T : M → M be an Anosov or Axiom A diffeomorphism. For x ∈ M
and n ≥ 1 the map T n compresses the phase volume (locally) at x at the
exponential rate

Rn(x) = − ln |DT n(x)| = −
n−1∑
i=0

ln |DT (T ix)|

Consider again the functions ϕu(x) = − ln Jux and ϕs(x) = ln Jsx, where
Jux and Jsx are the Jacobians of the linear maps DT : Eu

x → Eu
Tx and DT :

Es
x → Es

Tx, respectively. Note that ϕu,s < 0 in the Lyapunov metric on M .
In addition, let αx be the angle between Eu

x and Es
x in the tangent space

TxM , and put u(x) = − ln sinαx. Then

− ln |DT (x)| = ϕu(x)− ϕs(x) + u(Tx)− u(x)

Hence,
Rn(x) = Snϕ

u(x)− Snϕ
s(x) + u(T nx)− u(x) (5.1)

Let δx be the δ-measure concentrated at the point x. Suppose that the
sequence of measures 1

n

∑n−1
i=0 δT ix weakly converges to a T -invariant measure

µ. Then we can define the volume compression rate per unit time by

R̄(x) := lim
n→∞

1

n
Rn(x) =

∫
[ϕu − ϕs] dµ = −

∫
ln |DT | dµ

We now recall Theorem 3.14 and obtain

Proposition 5.1 Let Ω be an Axiom A attractor. Then for almost every
point x in the basin of attraction (with respect to the Riemannian volume)
we have

R̄(x) = R̄ :=
∫
Ω
[ϕu − ϕs] dµ+

where µ+ is the SRB measure on Ω. The same holds for almost every point
x ∈M if T is a transitive Anosov diffeomorphism (in which case, of course,
Ω = M).
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We call the above quantity R̄ the volume compression rate.

Theorem 5.2 Let Ω be an attractor. Then R̄ ≥ 0. The following conditions
are equivalent:
(i) R̄ = 0
(ii) Ω is an open set and the SRB measure µ+ is absolutely continuous on Ω.

Proof. Let M(Ω) be the space of T -invariant probability measures on Ω. The
variational principle says that

Pϕs = sup
µ∈M(Ω)

(
hµ(T ) +

∫
Ω
ϕs dµ

)
(5.2)

and the supremum is attained on a unique measure, the Gibbs measure
µ− := µϕs . We also have Pϕs ≤ 0 by Lemma 3.7. (Note that the function ϕs

plays the same role for T−1 as the function ϕu for T , so Lemma 3.7 applies.)
On the other hand, we know that

0 = Pϕu = hµ+(T ) +
∫
Ω
ϕu dµ+ (5.3)

Substituting µ = µ+ in (5.2) and subtracting (5.3) from (5.2) gives R̄ ≥ 0.
The case R̄ = 0 is only possible when Pϕs = 0 and µ+ = µ−, i.e. the
functions ϕu and ϕs are cohomologous. The fact Pϕs = 0 implies that Ω is an
attractor for T−1, i.e. Ω is a union of stable manifolds (by Theorem 3.13 and
Lemma 3.11 applied to T−1). Since Ω is also a union of unstable manifolds
by the same Lemma 3.11, it must be an open set. Next, the same argument
as in the proof of Theorem 3.18 gives the absolute continuity of µ+. One can
also deduce the absolute continuity of µ+ combining its absolute continuity
on unstable manifolds and that on stable manifolds (the latter follows from
the fact µ+ = µ−, but we omit details). 2

Remark 5.1. Note that

−R̄ =
∑

λi µ+−a.e.

the sum of all Lyapunov exponents, which is constant µ+-almost everywhere.
This follows from Lemma 3.16 and its counterpart for ϕs and negative expo-
nents.
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Entropy production. The volume compression rate R̄ is closely related to
entropy production in statistical mechanics. The latter is defined as follows
[71]. Let ν be an absolutely continuous probability measure on the basin of
attraction of an attractor Ω, with density g(x). The statistical mechanics
entropy, or Gibbs entropy, associated with g(x) is

S(g) = −
∫
g(x) ln g(x) dx = ν(− ln g)

The measure T∗ν has density g1(x) = g(T−1x)|DT (T−1x)|−1. Hence,

S(g1) = −
∫
g(T−1x)|DT (T−1x)|−1

(
log g(T−1x)− ln |DT (T−1x)|

)
dx

= −
∫
g(x)

(
log g(x)− ln |DT (x)|

)
dx

Hence, the Gibbs entropy of the system decreases by the amount

S(g)− S(g1) = −
∫
g(x) ln |DT (x)| dx = ν(− ln |DT |)

In physical terms, this means that the system produces this much entropy
and gives it to the outside world (or the entropy is pumped out of the system).

The entropy produced by the system during n iterations of T is then

S(g)− S(gn) = −
∫
g(x) ln |DT n(x)| dx =

n−1∑
i=0

νi(− ln |DT |)

where νn = T n∗ ν and gn(x) is the density of the measure νn.
We now combine the above equation with Proposition 5.1 and Corol-

lary 3.15.

Corollary 5.3 The asymptotic entropy production rate per unit time is

lim
n→∞

1

n
(S(g)− S(gn)) = R̄

where R̄ is our volume compression rate.

We can interpret the results of Corollary 5.3 and Theorem 5.2 as follows.
We see that Anosov diffeomorphisms and Axiom A attractors with abso-
lutely continuous invariant measures do not produce Gibbs entropy (R̄ = 0).
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Recall that they serve as models of equilibrium dynamics in statistical me-
chanics. On the contrary, Anosov diffeomorphisms and Axiom A attractors
without absolutely continuous invariant measures (whose SRB measure is
singular) do produce Gibbs entropy (R̄ > 0). These serve as models of
nonequilibrium dynamics in statistical mechanics. Therefore, positive en-
tropy production characterizes nonequilibrium dynamics, as opposed to zero
entropy production in equilibrium systems. This is a basic fact known in
statistical mechanics [72].

Fluctuation theorem. The value of R̄ gives the asymptotic volume com-
pression rate. It is of interest, particularly in numerical experiments, to study
finite time compression rates R̄n(x) := 1

n
Rn(x). In view of (5.1), for large n

we have

R̄n(x) =
Snϕ

u(x)

n
− Snϕ

s(x)

n
+O(1/n)

Obviously, µ+(R̄n(x)) = R̄ for any n. The deviations of R̄n(x) from its mean
value R̄ are described by the central limit theorem and the large deviation
theorem, see Section 2. There is a remarkable specification of the large devia-
tion theorem for the quantity R̄n(x) under an additional physically motivated
assumption.

Let T : M → M be a transitive Anosov diffeomorphism. Assume that
there is a smooth involution I : M → M (i.e. I2 = identity) such that
I ◦ T = T−1 ◦ I, i.e. I anticommutes with T . Applying I then amounts
to conjugating T to T−1, i.e. reversing the time. We will call such Anosov
diffeomorphisms time reversible. We can also choose a Riemannian metric
on M invariant under I.

As a simple example, let T : M →M be an Anosov diffeomorphism, then
the map (x, y) 7→ (Tx, T−1y) is an Anosov diffeomorphism of the manifold
M ×M . Then the involution I(x, y) = (y, x) will anticommute with this
map.

In Hamiltonian mechanics, a natural involution on the phase space is de-
fined by reversing the velocity vectors of all moving particles in the system.
Then each particle will trace its past trajectory backwards under the same
equations of motion, so the involution will anticommute with the dynam-
ics. This property is called time reversibility in mechanics. Many physical
models, both at equilibrium and nonequilibrium, naturally have the time re-
versibility feature, so the interest to time reversible Anosov diffeomorphism
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is well justified from physics point of view.

Theorem 5.4 (Gallavotti-Cohen Flutuation Theorem [32, 72]) Let T :
M →M be a transitive time reversible Anosov diffeomorphism. Assume that
its SRB measure µ+ is singular (hence R̄ > 0). Then there is a p∗ > 0 such
that

p− δ ≤ lim
n→∞

1

R̄n
ln

µ+{R̄n(x)/R̄ ∈ (p− δ, p+ δ)}
µ+{R̄n(x)/R̄ ∈ (−p− δ,−p+ δ)}

≤ p+ δ

for all p, |p| ≤ p∗, and δ > 0.

A loose interpretation of the theorem is the following. For p > 0, the
probability of observing the value R̄n ≈ pR̄ is approximately epR̄n times
higher than the probability of observing the value R̄n ≈ −pR̄. Let fn(p) be
the probability density function of the variable R̄n(x)/R̄, i.e. let

µ+{p < R̄n(x)/R̄ < p+ δ} = fn(p)δ + o(δ)

The theorem can be, again loosely, stated as

fn(p)/fn(−p) ≈ epR̄n (5.4)

This theorem can be verified by a numerical experiment as follows. One
fixes n (e.g., n = 50 or n = 100, not too large) and picks a random point
x ∈ M (with respect to the Lebesgue measure on M) and computes its
orbit {T ix}, 0 ≤ i ≤ N for a very large N � n. One also computes the
values R̄n(i) := R̄n(T

imx) for some m ≥ n and 0 ≤ i ≤ J := [N/m] − 1.
This gives the values of the time n volume compression rate along J + 1
nonoverlapping segments of length n on the orbit {T ix}. Note that time
averages along the orbit {T ix}Ni=0 are very close to the space averages with
respect to µ+, ifN is large, by Theorem 3.14. So we can estimate R̄ = µ+(R̄n)
by [R̄n(0) + · · · + R̄n(J)]/(J + 1). Then one can histogram the values of
R̄n(i)/R̄ to approximate the function fn(p) defined above. To verify (5.4)
one fits a linear function y = ap+b to the experimental values of the function
[ln fn(p)− ln fn(−p)]/R̄n and checks that a ≈ 1 and b ≈ 0.

Such numerical experiments can be effectively done for many nonequilib-
rium mechanical models with time reversibility, which are far more general
than Anosov diffeomorphisms. For many such systems a rigorous proof of
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the above theorem is lacking, even the existence of SRB measures or mere
hyperbolicity cannot be rigorously established. On the other hand, a positive
result of the test (i.e., if a ≈ 1 and b ≈ 0) can be then interpreted as a certain
similarity of the underlying mechanical system and Anosov diffeomorphisms
with a singular SRB measure. Such a similarity plays a crucial role in the
modern understanding of nonequilibrium statistical mechanics, see the so
called Axiom C and more extended discussions of the topic in [31, 72].

We provide a formal, heuristic argument supporting Theorem 5.4. A
rigorous proof is based on the large deviation theorem 2.32, we refer the
reader to [32, 72] for details.

Lemma 5.5 The involution I maps unstable manifolds to stable manifolds
and vice versa. As a result,

Snϕ
u(x) = Snϕ

s(I ◦ T nx) +O(1) and Snϕ
s(x) = Snϕ

u(I ◦ T nx) +O(1)

and
R̄n(x) = −R̄n(I ◦ T nx) +O(1/n)

for any x ∈M . The terms O(1) can be dropped if the Riemannian metric is
chosen invariant under I.

Lemma 5.6 Let R0 be a Markov partition of M . Then R := R0 ∨IR0 is a
Markov partition invariant under I, i.e. for any R ∈ R we have IR ∈ R.

The proofs of the lemmas are left as (easy) exercises.
Now, letR be a Markov partition from the last lemma. Let Λ = [0, n] and

C(ωΛ) ⊂ ΣA any admissible cylinder of length n+1 in the symbolic space ΣA.
The set π(C(ωΛ)) is a rectangle in M . The invariance of R under I implies
that I ◦ T n ◦ π(C(ωΛ)) = π(C(ω′Λ)) for some other cylinder C(ω′Λ) ⊂ ΣA of
length n. Recall that |R̄n(x)− R̄n(y)| = O(1/n) for all x, y ∈ π(C(ωΛ)), and
|R̄n(x

′) − R̄n(y
′)| = O(1/n) for all x′, y′ ∈ π(C(ω′Λ)), see Remark 2.7. Then

R̄n(x) = −R̄n(x
′) +O(1/n) for all x, x′ as above. Now, recall that

µ+(π(C(ωΛ))) ^_ exp[Snϕ
u(x)]

and
µ+(π(C(ω′Λ))) ^_ exp[Snϕ

u(x′)] ^_ exp[Snϕ
s(x)]
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Hence,

µ+(π(C(ωΛ)))

µ+(π(C(ω′Λ)))
^
_ exp[Snϕ

u(x)− Snϕ
s(x)] ^_ exp[nR̄n(x)] (5.5)

Now consider C(ωΛ) ⊂ ΣA such that R̄n(x)/R̄ ∈ (p − δ, p + δ) for some
x ∈ π(C(ωΛ)), and hence, R̄n(x

′)/R̄ ∈ (−p − δ − O(1/n), p + δ + O(1/n))
for any x′ ∈ π(C(ω′Λ)). Summing up (5.5) over all such C(ωΛ) completes our
proof of the theorem. 2

In terms of the large deviation theorem 2.32, the above result means that

η(p) + η(−p) = R̄p

i.e. the odd part of the free energy function η(p) is linear in p, with slope R̄.
Theorem 5.4 is a specification of the large deviation theorem rather than

the central limit theorem. One may mistakenly relate 5.4 to the CLT in
the following way. By the CLT,

√
n(R̄n − R̄) converges in distribution to

a normal law N(0, σ2
0) with some σ2

0 ≥ 0. Hence, R̄n/R̄ is approximately
normal N(1, σ2

0/R̄
2n). Assuming the closeness of the corresponding densities,

one can write

fn(p) ≈
R̄
√
n√

2σ0

exp

[
−(p− 1)2

2σ2
0

R̄2n

]
(5.6)

Assuming now that (5.6) is exact, one obtains

fn(p)/fn(−p) = exp[2σ−2
0 R̄2np]

and Theorem 5.4 seems to follow provided we have 2σ−2
0 R̄ = 1.

The above argument is, in fact, faulty. The CLT only applies to the values
R̄n = R̄ + O(1/

√
n), i.e. p = 1 + O(1/

√
n). Theorem 5.4, on the contrary,

is a large deviation result, it applies to all |p| ≤ p∗, i.e. to all |R̄n| ≤ p∗R̄.
It is logically unrelated to the CLT, in particular, it does not require that
2σ−2

0 R̄ = 1.

6 SRB measures for general diffeomorphisms

Remarkably, the theory of SRB measures for Axiom A attractors, at least
in its essential parts, extends to much more general diffeomorphisms. Here
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we describe these extensions, leaving out proofs, most of which are highly
nontrivial. Our discussion is based on recent excellent survey articles by
Ruelle [72] and Young [80].

Let T : M → M be a C2 diffeomorphism of a smooth compact manifold
M , and ρ a T -invariant ergodic measure on M . No assumptions on the
hyperbolicity of T are necessary at this point.

The theorem of Oceledec [54] permits the definition of Lyapunov expo-
nents λi(x), 1 ≤ i ≤ dimM , at ρ-almost every point x ∈ M . The set of
Lyapunov exponents {λi(x)} (called sometimes the Lyapunov spectrum) is
the same ρ-almost everywhere, due to the ergodicity of ρ. The tangent vec-
tors with positive Lyapunov exponents span the unstable subspace Eu

x , those
with negative Lyapunov exponents span the stable subspace Es

x, and those
with zero Lyapunov exponents span the neutral subspace E0

x. The decom-
position TxM = Eu

x ⊕ Es
x ⊕ E0

x is defined ρ-almost everywhere and stays
invariant under DT .

Pesin’s theory [56, 57] allows the definition of stable and unstable mani-
folds ρ-almost everywhere. These are smooth submanifolds of M , the stable
manifold W s(x) through x is tangent to Es

x and the unstable manifold W u(x)
through x is tangent to Eu

x .
We now make the first hyperbolicity assumption on T : let at least one

Lyapunov exponent of T be positive ρ-almost everywhere. Then unstable
manifolds W u(x) are not trivial.

Definition. An invariant ergodic measure ρ is called a Sinai-Ruelle-Bowen
(SRB) measure if its conditional distributions on unstable manifolds are ab-
solutely continuous with respect to the Lebesgue measure on those manifolds.

SRB measures have a remarkable property that generalizes Theorem 3.17.
The following theorem was proved by Ledrappier, Strelcyn and Young:

Theorem 6.1 ([48, 50]) An ergodic measure ρ is SRB if and only if

hρ(T ) = Σ+λi ρ-a.e. (6.1)

where the right hand side is the sum of all positive Lyapunov exponents (note
that it is ρ-almost everywhere constant).

The following inequality nicely complementing Theorem 6.1 was proved
by Ruelle.
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Theorem 6.2 ([69]) For an arbitrary ergodic measure ρ, we only have

hρ(T ) ≤ Σ+λi ρ-a.e. (6.2)

The identity (6.1) for SRB measures is known as Pesin’s formula, while
(6.2) for general ergodic measures is known as Ruelle’s inequality.

Next, we make a stronger hyperbolicity assumption on T : let all its Lya-
punov exponents be nonzero ρ-almost everywhere.

Definition. A diffeomorphism T is said to be fully hyperbolic with respect
to an invariant measure ρ if all the Lyapunov exponents of T are nonzero
almost everywhere.

The full hyperbolicity does not require uniform expansion of unstable
vectors or uniform contraction of stable vectors (in the way it is required for
Anosov and Axiom A systems). For this reason, full hyperbolicity is often
referred to as nonuniform hyperbolicity.

Theorem 6.3 ([61]) Let T be fully hyperbolic. If ρ is an SRB measure,
then there is a subset B ⊂M of positive Lebesgue measure such that for each
x ∈ B the measure

δx,n :=
1

n
(δx + δTx + · · ·+ δTn−1x)

weakly converges to ρ (here δx is the δ-measure concentrated at x). In this
case, x is called a ρ-generic point. Equivalently, for any continuous function
f : M → IR and every x ∈ B we have

lim
n→∞

f(x) + f(Tx) + · · ·+ f(T n−1x)

n
=
∫
f dρ

One often calls the set B the basin of attraction for the measure ρ.

Remark 6.1. If an ergodic measure ρ is absolutely continuous on M with
density g(x), then it is an SRB measure [57], and its basin of attraction
contains the open set {g(x) > 0} (possibly, minus a subset of Lebesgue
measure 0).

According to our criteria in Section 3, absolutely continuous ergodic mea-
sures play the role of equilibrium states in statistical physics. If an SRB
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measure ρ is singular (i.e. there is a subset A ⊂M of zero Lebesgue measure
such that ρ(A) = 1), then ρ plays the role of a nonequilibrium steady state.

The previous theorem easily implies that there are at most countably
many distinct SRB measures. This is further specified by the following ana-
logue of Smale’s spectral decomposition:

Theorem 6.4 ([49, 57]) Let T : M → M be a nonuniformly hyperbolic
diffeomorphism. There are at most countably many distinct SRB measures.
Let ρ be any SRB measure. Then either ρ is mixing and Bernoulli, or there is
a decomposition of its support into finitely many disjoint measurable subsets
X1, . . . , Xn cyclically permuted by T , such that T n|Xi is mixing and Bernoulli
for each i = 1, . . . , n.

Existence of SRB measures. The importance of SRB measures, especially
in physical applications, is clear from our previous discussion. Theorem 6.4
establishes an upper bound on the number of SRB measures. However, noth-
ing guarantees the shear existence of such measures. In fact, we only know
that SRB measures exist for Anosov and Axiom A diffeomorphisms. For more
general types of diffeomorphisms, very little is known. Just a few years ago,
Benedicks and Young proved [9] the existence of SRB measures for Hénon
attractors (and those are, probably, the only genuinely nonuniformly hyper-
bolic diffeomorphisms for which rigorous results exist). On the other hand,
attractors without SRB measures have been observed by Hu and Young also
recently, see [42]. Aside from these specific examples, there are no general
mathematical theorems on the existence or nonexistence of SRB measures
for nonuniformly hyperbolic diffeomorphisms.

There are hyperbolic maps other than diffeomorphisms for which SRB
measures are rigorously constructed [58, 79], however. We only mention
them briefly. Let T be defined on an open subset U ⊂M and T : U → T (U)
a C2 diffeomorphism. The set ∂U may be regarded as the singularity set for
T . Now, assume a uniform hyperbolicity in the sense

||DT nv|| ≤ cλn||v|| for v ∈ Es
x, n ≥ 0

||DT nv|| ≥ c−1λ−n||v|| for v ∈ Eu
x , n ≥ 0

uniformly in x whenever T n exists. Here c > 0 and λ ∈ (0, 1) are constants.
Many physically interesting models, e.g. billiards and Lorenz attractors, fit
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in this category, see [79, 80] for detail. For such models, SRB measures
were constructed by Pesin [58] and under some extra assumptions statistical
properties were studied by Young [79].

Numerical evidence is also overwhelmingly in favor of the existence of
SRB measures in many hyperbolic models, whether smooth or containing
singularities. For randomly chosen initial points in the basin of attraction,
trajectory plots tend to produce pictures that are very much alike – the data
points concentrate nicely along unstable manifolds and their distribution in
the stable direction is very irregular (singular). Based on these observations
and recent theoretical studies, it is currently assumed in statistical mechan-
ics that nonequilibrium steady states in hyperbolic models typically are SRB
measures. At the very least, they can be treated as SRB measures in Anosov
and Axiom A attractors, for the purpose of computing time and space aver-
ages [31, 72].

Dimension of invariant measures. To better understand the difference
between SRB measures and other ergodic measures, let us look at Pesin’s
formula (6.1) and Ruelle’s inequality (6.2) as follows. It is our fundamental
understanding that randomness (chaos) is created by the separation of nearby
orbits. The asymptotic separation of nearby orbits is quantified by the sum
of positive Lyapunov exponents. On the other hand, the randomness (in
the sense of information) of a measure preserving transformation (M,T, ρ)
is quantified by its entropy hρ(T ). Pesin’s identity (6.1) clearly establishes
the balance between the ‘input’ (“amount” of separation) and the ‘output’
(“amount” of randomness). Ruelle’s inequality suggests that for non-SRB
measures the separation is “wasted” on something other than randomness,
i.e. there is a “leakage” of separated trajectories from the support of the
invariant measure, so that the measure does not account for all trajectories.
The separation occurs along unstable manifolds, so the leakage of separated
trajectories can only happen if the invariant measure has “holes” on those
manifolds, through which some trajectories leak out unaccounted.

This is exactly what happens to non-SRB measures, their conditional
distributions on unstable manifolds are singular, so they only capture a frac-
tion of those manifolds and leave out holes of some kind. To quantify the
fraction of an unstable manifold captured by a measure we use the notion of
dimension.

Definition. Let Bu
ε (x) be a ball of radius ε on the unstable manifold W u(x),
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centered at x. If ρux is the conditional measure induced by ρ on W u(x), then
we call the limit

dux(ρ) = lim
ε→0

log ρux(B
u
ε (x))

log ε

(if one exists) the dimension of the measure ρ on the unstable manifoldW u(x)
(at the point x). This limit exists ρu-almost everywhere on W u(x). If ρ is
ergodic, the limit is constant ρ-almost everywhere on M , and we denote it
by du(ρ).

We note that the above limit is the infimum of Hausdorff dimensions of
subsets of full ρux-measure on W u(x). If the conditional measure is abso-
lutely continuous on W u(x), then du(ρ) = dimW u(x), otherwise du(ρ) <
dimW u(x). The deficiency of du(ρ) signifies the presence of “holes” on
W u(x), not filled properly by the measure ρux.

An exact relation between the dimension and the entropy was established
by Ledrappier and Young:

Theorem 6.5 ([50]) Let ρ be an ergodic measure for a nonuniformly hy-
perbolic diffeomorphism. Then, corresponding to each Lyapunov exponent
λi > 0, there is a number σi ∈ [0, 1] such that
(a) du(ρ) = Σ+σi;
(b) hρ(T ) = Σ+λiσi.

The number σi is essentially the dimension of ρ in the direction of the
unstable tangent vector corresponding to the Lyapunov exponent λi > 0.

Remark 6.2. It is interesting that one can also define ds(ρ), the dimension of
the conditional measures induced by ρ on stable manifolds. Then one would
expect that

du(ρ) + ds(ρ) = d(ρ) (6.3)

where d(ρ) is the dimension of ρ on M defined in a similar way:

dx(ρ) = lim
ε→0

log ρ(Bε(x))

log ε

The identity (6.3) has been known as the Eckmann-Ruelle conjecture for
many years. It was proved very recently by Barreira, Pesin and Schmeling
[8].
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The leakage from the system can also be described in a different way. Let
Ω be a compact T -invariant subset of M of zero Lebesgue measure, and we
will study invariant measures on Ω. Let U be a small open neighborhood of
Ω. For m ≥ 0 define

Un = ∩ni=0T
iU and U−n = ∩ni=0T

−iU

If Ω is not an attractor, typical points x ∈ U will sooner or later escape from
U , i.e. generally, mass will leak out of U . In that case U−n shrinks as n→∞
and its volume approaches zero. The limit

γ = lim
n→∞

1

n
ln (VolU−n)

−1 ≥ 0 (6.4)

(if one exists) is called the escape rate. The larger γ, the faster the mass
leaks out of U .

Theorem 6.6 ([71]) Let Ω be an Axiom A basic set. Then
(a) The limit (6.4) exists and

γ = −Pϕu ≥ 0

where Pϕu is the topological pressure of the function ϕu = − ln Jux defined in
Section 3.
(b) Let m−n be the normalized Lebesgue measure on U−n. Then the measure

1

n+ 1

(
m−n + T∗m−n + · · ·+ T n∗m−n

)
weakly converges to the generalized SRB measure µ+ = µϕu on the basic set
Ω.

This is proved by Ruelle [71] and can be also derived from our results in
Section 3, we omit details.

Recall that for any ergodic measure ρ on Ω we have

ρ(ϕu) = −Σ+λi ρ-a.e.

see Lemma 3.16. Now the variational principle (2.51) implies
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Corollary 6.7 For any ergodic measure ρ on Ω we have

hρ(T ) ≤ Σ+λi − γ ρ-a.e.

and the equality occurs if and only if ρ = µ+, the generalized SRB measure
on Ω. Hence,

hµ+(T ) = Σ+λi − γ µ+-a.e. (6.5)

Note that once again an SRB measure (this time a generalized SRB mea-
sure) is characterized by the equality in an entropy formula.

The identity (6.5) is known as the escape rate formula. It extends Pesin’s
formula from Axiom A attractors to arbitrary Axiom A basic sets. Note
that it establishes an exact balance of randomness: it is the total amount of
separation minus the amount spent on repelling trajectories away from Ω.

Theorem 6.6 also shows that the measure µ+ describes the distribution
of orbits of typical points x ∈ U that stay in U for a long enough time (i.e.,
x ∈ U−n with a large n). This is a natural extension of the notion of nonequi-
librium steady state to the present situation, where the mass is leaking out of
the system. So, we will refer to µ+ as a (generalized) nonequilibrium steady
state on the set Ω.

If Ω is not an attractor, then almost every point x ∈ U (with respect
to the Lebesgue measure) eventually escapes from U . The basic set Ω only
attracts the stable manifolds of its points and repels the rest of U . For this
reason Ω is called a semi-attractor or a repeller, the latter term is now getting
standard.

After the work of Gaspard and Nicolis [34], many physicists started exten-
sive studies of chaotic systems with various openings or holes in phase space,
and the corresponding repellers on which interesting invariant measures ex-
ist. This new branch of nonequilibrium statistical mechanics is now called
chaotic scattering theory. We refer the reader to a survey by Gaspard and
Dorfman [35] and references therein. The existence of (generalized) steady
states on repellers and the escape rate formula (6.5) have been observed nu-
merically and studied heuristically in a variety of models with nonuniform
hyperbolicity. Very little has been proven mathematically, though.

We only mention one rigorous result obtained very recently [18, 19, 20, 21].
There, instead of taking a small open neighborhood of a repeller, the authors
started with a completely hyperbolic (Anosov) diffeomorphism and cut some
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open holes in the manifold. The orbits that enter the holes are taken away
from the system, thus simulating ‘escape’.

Anosov diffeomorphisms with holes. Let T : M → M be a transitive
Anosov diffeomorphism. Fix an open set H ⊂M and consider the dynamics
on U = M \H. For n ≥ 0 put

Un = ∩ni=0T
iU and U−n = ∩ni=0T

−iU, (6.6)

and also
U+ = ∩n≥1Un, U− = ∩n≥1U−n, Ω = U+ ∩ U− (6.7)

Observe that all these sets are closed, T−1U+ ⊂ U+, TU− ⊂ U− and TΩ =
T−1Ω = Ω. The set U+ is a union of unstable manifolds, U− is a union
of stable manifolds, and Ω is a Cantor-like set of points. The trajectories
of points x ∈ Ω (in the future and the past) always avoid H (the union of
holes). Ω is also called a repeller.

Let m−n be the normalized Lebesgue measure on U−n and mn = T n∗mn.
Note that mn can be obtained by iterating the Lebesgue measure on U , cut-
ting out its fractions escaping through H and renormalizing the remainder.

Theorem 6.8 ([20, 21]) Assume that dimM = 2 and H satisfies some
technical assumptions (see below). Then
(a) The measure

1

n+ 1

(
m−n + T∗m−n + · · ·+ T n∗m−n

)
weakly converges to a T -invariant measure m+ on Ω.
(b) The measure m+ is ergodic, K-mixing, and an equilibrium state for the
function ϕu = − ln Jux on Ω.
(c) The escape rate (6.4) exists and the escape rate formula holds:

hm+(T ) = Σ+λi − γ m+-a.e.

(d) The measure mn = T n∗m−n weakly converges to a measure m̃+ on U+

which has two properties: (i) its conditional distributions on unstable man-
ifolds W u ⊂ U+ are smooth (actually, they coincide with u-SRB measures
defined in Section 3), and (ii) the measure m̃+ is not T -invariant but satis-
fies

(T∗m̃
+)(A) = e−γ · m̃+(A) for all A ⊂ U (6.8)
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i.e. the image of m̃+ restricted to U is proportional to m̃+. Furthermore, a
measure m̃+ defined by the properties (i) and (ii) is unique.
(d) The measure T−n∗ m̃+ weakly converges to m+ as n→∞.

The assumptions on H in this theorem are as follows. H is an open set
consisting of a finite number, N , of connected components. The minimal
distance between those components is some d0 > 0. For any local unstable
and stable manifold W of length < d0 the intersection W ∩H must consist
of ≤ B intervals, where B < ∞ is some constant. The main assumption is
that the connected components of H have diameter less than certain d =
d(T,N, d0, B) > 0.

The smallness of the components of H is necessary to prevent the decom-
position of U into ‘noninteracting’ parts and hence the nonergodicity of the
measure m+ on Ω (such situations are described in [19]).

Remark 6.3. The measures m+ and m̃+ and the escape rate γ depend con-
tinuously on the open set H. In particular, if H shrinks to N isolated points,
then γ → 0 and both measures m+, m̃+ weakly converge to the SRB measure
µ+ of the Anosov diffeomorphism T : M →M .

Remark 6.4. Since T−1 is also an Anosov diffeomorphism, one can construct
a measure m− on Ω and define the escape rate γ− by using the map T−1

instead of T . Generally, m+ 6= m− and γ 6= γ−, see examples in [16]. It is
proved in [21] that m+ = m− and γ = γ− provided the Anosov diffeomor-
phism preserves an absolutely continuous measure. Again, physically, this
corresponds to an equilibrium situation.
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[45] T. Krüger and S. Troubetzkoy, Markov partitions and shadowing for
nonuniformly hyperbolic systems with singularities, Ergod. Th. and Dy-
nam. Sys. 12 1992, 487–508.

[46] T. Krüger and S. Troubetzkoy, Markov partitions via shadowing for dif-
feomorphisms with no zero exponents, manuscript.

[47] O. E. Lanford and D. Ruelle, Observables at infinity and states with
short range correlations in statistical mechanics, Commun. Math. Phys.
13 (1969), 194–215.

[48] F. Ledrappier and J.-M. Strelcyn, A proof of the estimation from below
in Pesin’s entropy formula, Ergod. Th. Dynam. Syst. 2 (1982), 203–219.

[49] F. Ledrappier, Proprietes ergodiques des mesures de Sinai, Publ. Math.
IHES 59 (1984), 163–188.

[50] F. Ledrappier and L.-S. Young, The metric entropy of diffeomorphisms:
I. Characterization of measures satisfying Pesin’s formula, II. Relations
between entropy, exponents and dimension, Ann. of Math. 122 (1985),
509–539, 540–574.

[51] A. N. Livsic, Cohomology of dynamical systems, Math. USSR Izvestija
6 (1972), 1276–1301.

[52] A. N. Livsic and Ya. G. Sinai, On invariant measures compatible with
the smooth structure for transitive U-systems, Soviet Math. Dokl. 13
(1972), 1656-1659.

[53] D. S. Ornstein and B. Weiss, Geodesic flows are Bernoullian, Israel J.
Math., 14 (1973), 184–198.

105



[54] V. I. Oseledec, A multiplicative ergodic theorem. Ljapunov characteristic
numbers for dynamical systems, Trans. Moscow Math. Soc. 19 (1968),
197–231.

[55] W. Parry and M. Pollicott, Zeta functions and the periodic orbit struc-
ture of hyperbolic dynamics, Astérisque 187-188 (1990), 268pp.
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