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Hard Disk Molecular Dynamics (HDMD) techniques often exhibit significant loss in

calculation speed when applied to the simulation of highly polydisperse particle systems.
The collision rate of reported algorithms may be lower by as much as two orders of mag-

nitude if compared to the collision rate of a monodisperse system of the same number
of particles. This is mainly due to the fact that the rectangular cells in the simulation

domain used in HDMD methods must meet a certain size criterion. In this paper, we

introduce a cell technique that removes the requirement on the cell size enabling simu-
lation of particles with sizes much larger than the cell size. This approach improves the

collision rates in the simulation of tested polydisperse systems by factors ranging from
5.5 to 57 depending on the size distribution of the particle population simulated. This

may enable the simulation of grand canonical systems in which the size and the number
of particles can change throughout the simulation. The technique is compatible with the

simulation of disk-like as well as irregularly shaped particles and can be extended to
three dimensions.
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1. Introduction

Beginning with the work of Alder and Wainwright in the late 1950’s1 and in par-

allel with the rapid advances in computer technology over the past few decades,

efficient algorithms have been developed to realize fast Hard Disk Molecular Dynam-

ics (HDMD) simulations in 2D and Hard Sphere Molecular Dynamics simulations

in 3D, also referred to as Discrete Molecular Dynamics by some researchers.2 ,3
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The high performance of these algorithms is mainly a result of the utilization of

event-driven simulations based upon dividing the simulation domain into rectangu-

lar cells,4 event-scheduling with efficient queuing techniques such as Binary Search

Tree,5 Complete Binary Tree (CBT),6 Red-black Complete Binary Tree, and Heap

Structure7 as well as the use of invalidation redundancy of obsolete events (also

referred to as “check event” approach7 or “lazy invalidation scheme”8 in the litera-

ture). Some recent efforts to further improve the performance of HDMD include the

work by Isobe9 and Donev et al.10 Isobe uses Extended Exclusive Particle Grid and

realizes a HDMD simulation algorithm free of cell-crossing events at the expense

of dynamically updated neighbor particle lists and upper cut-off time calculations.9

Efficient simulations of particles that deviate slightly from a disk-like shape have

also been reported recently by Donev et al.10 In this case the simulation efficiency for

systems of particles with relatively small aspect ratios is achieved by incorporating a

Near-Neighbor-List approach using the background cell structure to update the lists

of Near Neighbors.11 These and other advances have enabled efficient simulation of

monodisperse systems of particles.

The performance of current HDMD algorithms is considerably lower in the sim-

ulation of highly polydisperse particle ensembles. In general, reported algorithms

and simulation approaches experience a dramatic speed loss when just a few large

particles are added to the particle population.12 This is mainly due to the fact

that the cells in the simulation domain must meet a size criterion.9,12 Hence, the

addition of even a single large particle to the simulation domain may drastically

reduce algorithm efficiency (in case commensurate cell structures are used for the

sake of mitigating the efficiency degradation, code complexity is increased). Most

importantly, the currently available cell-based techniques do not allow the dynam-

ical addition of particles with sizes larger than the cell size unless the simulation is

reinitialized.

In this paper we describe a method that removes the condition on the cell size

and is compatible with simulation of arbitrarily shaped particles. All particles, re-

gardless of their size or shape are handled in a conceptually identical way. This

is achieved by carefully identifying and then generalizing the concepts regarding

particle-cell interactions. Once the independence between cell size and particle size

is achieved, new opportunities open up for HDMD simulations. Individual particle

sizes can be changed at runtime without reinitializing the system, which is a nec-

essary functionality to simulate numerous realistic particle systems that undergo

particle growth, such as aerosols and colloids. In addition, this technique makes it

straightforward to simulate arbitrarily shaped particles. Moreover, the overall cost

of handling large particles in two dimensions grows linearly with their sizes instead

of quadratically as in previous HDMD methods. This moves hard disk simulations

one step closer to realizing efficient simulations of grand canonical systems in which

the size and number of particles can change throughout the simulation as a result

of nucleation, coagulation, coalescence, and particle flow in and out of the system.

The obtained functionality is also very useful for the study of binary systems with
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two populations having very different particle sizes as in the case of large particles

undergoing Brownian motion in a colloidal suspension.

2. Preliminary Definitions

In this paper, we use the side of square cells in the simulation domain as our

fundamental unit of length and set it equal to unity. We will refer to this unit of

length simply as unit. The size of the particles, the size of the simulation domain,

and all other distances in the simulation are expressed in terms of this unit. The

size distribution of any given particle population must also be expressed in terms

of this fundamental unit. This is done through the introduction of a scaling factor

that is applied to the entire particle size distribution. Although the value of this

scaling factor is in principle arbitrary, it can be optimized to yield the highest

simulation speed. Because our method simulates particle ensembles with arbitrary

size distributions, it follows naturally that some particles will be smaller than the

cell size while others will be larger. This leads to the definition of two types of

particles: small particles whose diameters are smaller than that of a cell and large

particles whose diameters are larger than or equal to that of a cell.

3. Formalization of Concepts

In the standard implementations of the cell method, different cells play different

roles depending on their location with respect to the particles being simulated.

These cells may be classified in various categories according to these different roles.

Although previous algorithms have made use of these categories implicitly, they

have never been formalized in a systematic way. We formally classify the cells in

four specific categories: Center Cells, Neighbor Cells, Host Cells and Projection

Cells. These categories may be defined as follows.

3.1. Center Cell and Neighbor Cells

The Center Cell is the cell in which the coordinates of the center of a particle lie.

Two particles can collide only if one occupies a Neighbor Cell of the other. Thus

the Neighbor Cells of a given particle constitute the limited region of the simulation

domain where collisions between the given particle and other particles are possible.

Only cell boundary crossing events change the Neighbor Cells of a particle. The

Neighbor Cells can efficiently be identified using the following criteria:

• The Neighbor Cells of a given particle should include all the cells in the simulation

domain that other particles must register in before colliding with it,

• The Neighbor Cells of a particle should represent a contiguous region of the

simulation domain.

The Neighbor Cells of a small particle comprise the Center Cell and the eight

adjacent cells surrounding it. For small particles the number of Neighbor Cells is
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therefore fixed and equal to nine.7 For large particles, these criteria can be engraved

into an algebraic expression to be used as the Neighbor Cell condition in a Neigh-

bor Cell identification procedure. For this engraving, consider a simulation domain

divided into square cells as illustrated in Fig. 1. Without loss of generality one may
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Fig. 1. Schematic diagram showing the distances involved in the identification of the Neighbor

Cells using Eq.(1). The cell at coordinates (0,0) is the Center Cell of a large particle. The cell
at coordinates (m,n) represents an arbitrary cell that is being considered as a candidate for

Neighbor Cell. Lmin corresponds to the distance between the two nearest vertices of Center Cell
and candidate cell while Lmax represents the distance between the two vertices farthest apart.

Large particle is not shown in the figure.

consider the cell with coordinates (0, 0) as the Center Cell of the large particle

with radius R (particle not shown in Fig. 1). Using distances measured between cell

vertices, it is clear that any generic cell with coordinates (m, n) may be character-

ized by two distances with respect to the Center Cell. A minimum distance Lmin

corresponding to the distance between the two nearest vertices, and a maximum

distance Lmax representing the distance between the two vertices farthest apart. In

order to be considered as a Neighbor Cell, Lmin and Lmax of a cell must satisfy the

conditions

Lmin < R + 0.5

Lmax ≥ R + R0 (1)

where R0 is the radius of the smallest particle in the system.

Because of the limited precision of numerical calculations, there is a finite prob-

ability that one particle will experience two successive binary collisions with zero

time elapsed between them. Handling such events as true triple interactions would

represent an inordinate use of computational resources since their occurrence is ex-

tremely rare. Hence they are handled in this work as two successive binary collisions.
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However, if these events involve a binary collision between a small and a large parti-

cle, and the sum of their radii is equal to the distance between the farthest vertices

of their Center Cells, a collision could be missed leading to particle interpenetration.

This undesirable artifact can be avoided by including the equality sign in the Lmax

condition as shown in the Neighbor Cell identification criteria of Eq. (1). As an

example of the accuracy of these identification criteria, Fig. 2 shows the Neighbor

Cells identified using Eq. (1) for a large particle with a diameter Dp = 22 units.

Host Cell

Positive x Direction Projection Cell

Center Cell

Fig. 2. Trace of a large particle of diameter Dp = 22 units with its Center Cell, Neighbor Cells,
Host Cells and x direction Projection Cells. Neighbor Cells were identified using the criteria of

Eq. (1). Host Cells satisfy the two general rules specified in the text. For a particle with circular
symmetry, all the special cells can be obtained by symmetry operations following the identification

of these special cells in the first octant.

3.2. Host Cells

The Host Cells are the cells in which a particle is registered. When other particles

enter one of the Neighbor Cells of a given particle, they become aware of its existence

by reading the registered particles in their Neighbor Cells, one of which is a Host

Cell of this given particle. Hence the Host Cells are the means a particle uses to

inform approaching particles of its presence. For small particles, there is only one

Host Cell which is the Center Cell of the particle. Since large particles cannot be

contained in a single cell, they must therefore be registered in more than one cell to
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guarantee that every other approaching particle will be informed of its existence and

the future collisions can be set up correctly. In general, the Host Cells are located

along the perimeter of a given large particle and are a sub-set of the Neighbor

Cells. Fig. 2 shows the Host Cells for a large particle with Dp = 22 units. When a

particle undergoes a cell boundary crossing event, its ID is erased from the previous

Host Cells and is registered in the new Host Cells. This registration update requires

unambiguous identification of the previous Host Cells which will cease to carry

the particle ID and the new Host Cells which will now hold the particle ID. The

identification procedure for the Host Cells may be carried out in many different

ways depending upon the specific implementation. If only a few large particles are

entered in the simulation, one can manually identify the Host Cells following the

identification of Neighbor Cells by the condition of Eq. (1). The identified Host Cells

may be logged to a file to be read at the beginning of the simulation. When many

large particles with various sizes (or shapes) are simulated, manual identification of

Host Cells is not practical. In this case an algorithm capable of identifying the Host

Cells must be generated and executed after the Neighbor Cell coordinates relative

to the Center Cell are calculated. There are two general rules to identify the Host

Cells:

• Host Cells should be immersed in the Neighbor Cell set by at least one cell. This

is to prevent other particles from reading them without being in a Neighbor Cell,

• Host Cells should be as sparsely distributed as possible. This is to reduce the

multiplicity of the particle in collision partners list of the neighborhood particles.

3.3. Projection Cells

The Neighbor Cell set of a given particle needs to be updated when the particle

moves from one Center Cell to another as a result of a cell boundary crossing event.

We refer to the cells that are added to or removed from the Neighbor Cell set

as Projection Cells. Forward Projection Cells are added to the Neighbor Cell set

and backward Projection Cells are abandoned. For the group of abandoned cells,

nothing is done but the group of added cells should be processed, i.e., the particles

registered in these cells are considered for possible future collisions. The group of

newly acquired Neighbor Cells depends on the boundary crossing direction. There

are four different groups for the four different crossing directions. Fig. 2 depicts the

Projection Cells of a large particle for the positive x direction.

4. Collisions between Large Particles

Successful implementation of collisions between small particles is well established.4,5

However, special considerations are needed for collisions between large particles.

When two large particles approach each other, some of the Host Cells of one particle

coincide with some of the Neighbor Cells of the other. This allows the setting up of

possible future collisions between the particles. This is similar to the case when a
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small particle reads its Neighbor Cells and becomes aware of the presence of a large

particle in its vicinity. The marked difference in the case of collisions between large

particles is the high multiplicity of one particle ID in the list of collision candidates

of the other. This multiplicity can be eliminated by checking the ID of every new

particle added to the list of collision candidates against the IDs already in the list.

Alternatively, one can simply ignore the multiplicities and allow the simulation to

proceed with multiple collision checking calculations for the same two particles.

Evidently, both approaches ensue in some computation cost, and a decision must

be made on which one is less costly depending on the details of the implementation.

5. Results

Our implementation of this method was developed in Microsoft Visual Studio 2005,

Visual C++ programming environment. We used a Dell Precision 380 workstation

with 2 GB RAM running XP Professional. Simulations were carried out with a vari-

ety of polydisperse particle configurations to assess the efficiency of our approach. In

order to quantify the impact of using the new method introduced, we have carried

out simulations using two different algorithms. In the case of the first algorithm,

the cell size is larger than the largest particle in the simulation. Since this approach

is similar to most cell method implementations, we refer to it as the standard cell

technique. A second algorithm makes use of the ideas introduced in this paper. Since

the new cell categories are in a sense generalized versions of the standard categories,

we refer to this approach as generalized cell technique. Because all other aspects of

these two algorithms are identical, a direct comparison of their speed in simulating

a given system permits a quantitative assessment of the effect of the new approach

in the simulation performance. Table 1 presents the results of this comparison.

For all the test simulations the temperature was set to T=300 K and the par-

ticle mass density ρp was arbitrarily chosen as 1 g/cm3 (density of water). In the

particle populations represented by the first four rows in Table 1, the diameter of

the smallest particle was chosen as 10 nm. In the case of the size distribution on

the last row of Table 1, the particle median diameter was set to 10 nm. The mass

of any given particle, mp, is thus evaluated from πρpD3
p/6, where Dp is the particle

diameter. Each particle is given an initial velocity vector with a random direction

and a magnitude calculated by
√

3kBT/mp. In order to guarantee that the total

momentum of the system is zero, the procedure for assigning the initial velocities

is carried out two particles at a time. Opposite velocity directions are assigned to

each particle in a “pair” so that every pair will have zero linear momentum. Each

simulation was initially allowed to run until the number of collisions processed ex-

ceeded the number of particles in the system in order to ensure that an equilibrium

velocity distribution had been achieved. A simulation domain of 2.2 × 2.2 µm2 was

used throughout this work.

For each test system depicted in Table 1, simulations were initially run to deter-

mine the optimal value of the scaling factor. Subsequently, each system was run five
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Table 1. Collision rates obtained for various particle populations by a Visual C++ implementation. The

standard cell method refers to an algorithmusing the cell size larger than the largest particle in the simulation
whereas the generalized cell method is the technique introduced in this paper and uses the new cell categories.

The performance ratio represents the ratio of the collision rates obtained with the generalized and standard

cell methods. Domain size is equal to 220× 220 unit2 and the uncertainty in the collision rates is within 1%.

Particle Population Collision Rate (min−1)
Performance

Small Particles Large Particles Standard Cell Generalized Cell Ratio
Method Method

N = 10,000
Monodisperse None 6,776,000 6,776,000 1.0

Dp = 0.99 unit

N = 10,000
Monodisperse N = 1 110,000 6,293,000 57

Dp = 0.99 unit Dp = 50 units

N = 10,000 N = 30
Monodisperse Linear distribution 367,000 6,240,000 17

Dp = 0.99 unit from Dp = 1 unit to Dp = 25 units

N = 10,000 N = 200
Monodisperse Linear distribution 733,000 5,183,000 7.1

Dp = 0.99 unit from Dp = 1 unit to Dp = 25 units

Log-normal distribution of 10,000 particles:

Dpg = 1 unit 798,000 4,405,000 5.5

times using the optimal scaling factor in order to obtain an average value for the

collision rate, which we here use as a parameter to quantify the algorithm efficiency.

For each particle population examined, Table 1 presents a comparison between the

efficiencies of the standard cell technique and the generalized cell technique. The

uncertainty in the values of the collision rates presented is about 1%. We initially

performed simulations on a monodisperse system of 10,000 small particles with a

0.2 particle-per-cell density (first row in Table 1). As shown in the table, this sys-

tem of monodisperse particles with a diameter Dp = 0.99 units is simulated at

a rate of 6,776,000 collisions per minute (min−1) by both the standard algorithm

and the generalized cell technique. The addition of a single large particle with a

diameter Dp = 50 units to the simulation domain reduces the collision rate by a

dramatic 98% in the simulation by the standard algorithm. On the other hand,

only a marginal loss of 7% in the collision rate is noted in the simulation carried out

with the generalized cell technique. This illustrates the significant improvement in

efficiency (by a factor of 57) achieved by the new method. Table 1 also shows the

results for systems with linear distributions of large particles. Physically realistic

particle systems often exhibit complex size distributions. In the case of aerosols, for

example, log-normal size distributions are commonly observed.14 The log-normal



March 21, 2007 0:46 WSPC/INSTRUCTION FILE ijmpc-Revised

A Generalized Cell Method for Hard Disk Molecular Dynamics Simulation of Polydisperse Systems 9

distribution may be represented by:

n(Dp) =
N

√
2πDp lnσg

exp

[

−
(

lnDp − ln D̄pg

)2

2 ln2 σg

]

(2)

where n(Dp) is the number density of particles with diameter Dp. The parameters

D̄pg and σg in Eq. (2) represent the median diameter and the geometric standard

deviation of the particle population, while N is the total number of particles. In

order to assess how the generalized algorithm fares on a direct comparison with

the standard cell technique in simulating a particle system with more realistic size

distributions, we simulated a system with N = 10, 000, particles distributed in size

according to the log-normal function of Eq. (2). D̄pg was chosen as one unit of

length while σg was set to 1.45, which is a typical value observed in coagulation

aerosols.15 Table 1 shows that the generalized method outperforms the standard

approach in this case by a factor greater than five. Collision rate figures similar to

those reported in Table 1 have been observed for simulation of systems containing

up to N = 2,000,000. These results show that the presence of a few large particles

in the simulation domain has only a marginal effect on the collision rate in the

generalized cell technique whereas it may slow down the standard cell technique by

as much as two orders of magnitude.

6. Conclusions

We introduced a generalized cell method that improves the efficiency of HDMD

simulations of polydisperse particle systems. By generalizing concepts previously

used in HDMD approaches, the collisions involving large particles can be reliably

calculated. All particles with diameters less than one unit of length are handled as

small particles whereas all particles with diameters equal to or greater than one unit

of length are handled as large particles. Quantitative results of our implementation

have been presented in the simulation of a system of ten thousand particles. Results

show that with proper scaling, the new method brings significant performance gains

compared to standard cell techniques when the simulated system is highly polydis-

perse. Collision rates higher by factors ranging from 5.5 to 57 have been observed

depending on the size distribution of the particle population simulated. One impor-

tant advantage of this generalized method is that one can change the particle sizes

during the simulation without having to change the cell size and reinitialize the

system. When the size of a particle is changed the only required task is to process

this particle as if it has been involved in a collision plus an update of its Neighbor

Cell, Host Cell, and Projection Cell lists. Application of this technique to irregu-

larly shaped and non-symmetrical (concave or convex) particles is also possible by

generalizing the collision-check and collision implementation methods so that every

particle can use its own shape function.
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