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1. Desks should be clear of all books, notes, etc. 

2. You will be provided with a copy of the textbook tear-out card to use during the test. Return it with your test.  Do not write on the tear-out card.
3. Scratch paper will be provided. Do not bring your own.

4. Don’t forget to bring your calculator to the test. 
5. Please have your cell phone turned off.

6. A time of 150 minutes will be allowed for the exam. There will be 20 questions. The 10 multiple-choice questions will be 2.5 points each. The 10 problems involving calculations will be 7.5 points each. 

7. The exam will be comprehensive, covering all the material studied in the course.
The first 10 problems on the test will concern concepts, not calculations. These problems will be multiple-choice. The concepts you should know are:
1. The meaning of terms population, sample, parameter, statistic
2. The meaning of terms mean, median, mode, midrange
3. The meaning of the terms event, simple event, certain event, impossible event
4. The meaning of the term probability distribution 
5. The meaning of the term margin of error  (see page 333)
6. The meaning of the term critical value (see page 331)
7. How the t-distribution is different from the z-distribution (see pages 359-360)
8. What are the properties of the chi-square distribution? (see page 371)
9. What is a hypothesis? (see page 392)
10. What is the difference between the null hypothesis and alternative hypothesis? (see page 395)
11. In a test of hypothesis, what is the critical region? (see page 399)
12. What is a Type-I error in hypothesis testing? (see page 404)
13. The difference between left-tailed tests, right-tailed tests, and two-tailed tests (see page 402)
14. The difference between two independent samples and matched-pair samples (see page 473)
15. What are the properties of the F-distribution? (see page 498)
16. The meaning of the term linear correlation coefficient (see page 519)
17. The means of the terms predictor variable and response variable (page 536)
18. The meaning of the terms regression line and regression equation (pp. 536-537)
19. The meaning of least-squares property of a regression line (pp. 543-544)
20. The meaning of the term prediction interval (page 555)
21. The meaning of the term coefficient of determination (page 553)
22. The difference between correlation and causality (page 526)
23. The meaning of the term multiple regression (pp. 560-561)
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The second 10 problems on the test will require calculations. You will need to document your work to receive full credit for a problem. The problems will be chosen from this list.

1. Find z-scores, compare relative standings (See textbook problem 7 on page 127 and 14 on page 128).

2. Determine a probability for a binomial distribution by using the normal approximation to the binomial. (See textbook problem 21ab on page 307.)

3. Given a probability problem that is binomial, find
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with an interpretation. (See textbook problem 12 on page 232.)

4.  Find the minimum sample size required to estimate a population proportion. (See textbook problem 42 on page 343.)

5. Find the minimum sample size required to estimate a population mean when the standard deviation of the population is known. (See textbook problem 32 on page 354.)

6. Find the confidence interval for a population mean when the standard deviation of the population is not known. (See textbook problem 25 on pages 368.)
7. Test a claim about a population proportion. (See textbook problem 9 on page 421.)
8. Test a claim about a population mean when the population standard deviation is not known. (See textbook problem 26 on page 441.) 
9. Test a claim about a population standard deviation or population variance. (See textbook problem 11 on page 448.)
10. Construct a confidence interval (or conduct a test of hypothesis) regarding means from matched-pair samples. (See textbook problem 14 on page 495.)

11. Using sample data for two variables, test for correlation. (See textbook problems 15 on page 532.)

12. Find the equation of a regression line, and find the best predicted value for a given value of the independent variable. (See textbook problem 15 on page 549.)

13. Given a set of sample data involving two variables, find the coefficient of determination, total variation, explained variation, unexplained variation, and standard error of estimate. (See textbook problem 13 on page 558.)

14. Given a table of potential multiple regression equations, select the best equation to use for prediction purposes. (See textbook problems 9 through 11 on page 568.)

Answer keys to the above problems are posted on the instructor’s web page
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