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Note: We will try to denote random variables with the sans-serif font.

1. REAL SPIN GLASSES

In the 1970’s a new type of magnetic material was discovered experimentally, called spin
glasses. Such a material is comprised of a crystal of one type of atom, which does not interact
magnetically, with a dilute mixture of another type of atom which does interact magnetically.
The dilute magnetic sites are distributed at random throughout the nonmagetic material. For
example, one could imagine that the mixture was made at high temperature, and then rapidly
cooled. In this case the magnetic atoms’ positions will be random and not determined by
the magnetic energy of the configuration. In the continuum limit, one may imagine a large
sample, for example Ay = T% := R?/NZ<, and placed on this is an i.i.d sample of N¢
points placed uniformly. A sample of such a process is shown in Figure 1.

There is a function J : RY — R, which is even, J(r) = J(—r), and such that the coupling
between sites at z, 3y € R? is given by J(x — y). Therefore, the Ising-type Hamiltonian for
this random configuration of points is

Nd
HN<O'> = — Z J(XZ —Xj)O'Z'O'j — hZaz
=1

1<i<j<N i

where X, ..., Xya are the random positions of the spins.
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FIGURE 1. A random set of spin sites in a 5 X 5 square, with periodic bound-
ary conditions, and some of the edges between them. The criterion used for
including an edge in this picture is that the length is small enough.

1.1 The Edwards-Anderson Model.

This model seems very difficult at first. On the other hand, the function J supposedly has
the property that it is oscillatory with an amplitude which decays slowly over a long range
(it has power-law decay). If the distances between impurity atoms is also large compared to
the frequency of oscillation, then, to a good approximation, the signs of the pairs J(X; — X;)
are equally likely to be positive or negative, and are also close to being independent. In
1975, Edwards and Anderson proposed a model that takes into account the random nature of
the couplings, but leaves out the stochastic geometry induced by the Poisson point process.
Namely, their model is again on a crystalline lattice', like the Ising model from last lecture,

Ay = Z%., but now,
HEA(0) = — Z Jpy0z0y — h Z Oz
()

TEAN

with the collection of couplings (J,, : (z,y) C Ay) beingi.i.d. N(0, 1) random variables.
Le., they are Gaussian and have mean ( and variance 1.

This model also seems difficult to solve. (Indeed there is a division among top mathemati-
cians and physicists working on spin glasses, today, as to their opinions of what happens in

IThis is not an accurate description of what Edwards and Anderson did. Actually, the nonmagnetic back-
ground is crystalline, and that may be the only reason to consider a crystalline lattice. Edwards and Anderson’s
treatment by molecular field theory is equally motivated if one simply considers a model where many J, ,,’s are
zero because there is no magnetic atom at that site. That is what they say in their paper. But in the present-day
literature on the subject, the “Edwards-Anderson” model always means the spin-glass on a crystalline lattice.
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this model, even qualitatively.) So Edwards and Anderson invented a type of “molecular field
theory”. A molecular field theory is a self-consistent ansatz, which amounts to completely
changing the model one is looking at. It usually involves replacing all two-body terms, such
as 0,0,, with one-body terms, such as 7,0,, where 7, is an indeterminate, but nonrandom
external field — the “molecular field”. One can calculate the pressure of such a model because
the partition function factorizes:

S eyt - T | YD bt

ocEAN rEAN | oze{+1,—1}

But then one imposes a constitutive relationship between the indeterminates (1, : = € Ay)
and the Boltzmann-Gibbs distributions of the (o, : = € Ay). For example, one might
consider 7, to be the sum of the Boltzmann-Gibbs expectation of %Jzyay, for all nearest-
neighbors y, of z. Since the distributions of the o,’s are determined from the 7,’s, this leads
to nonlinear equations for the “molecular fields” 7,. Sometimes such equations can be solved,
which usually leads to a wealth of fairly explict formulas for the thermodynamic functions.
On the other hand, when one simply replaces one problem by a different, simpler problem, it
is often not clear what direct relevance this has to the original model. (In a nutshell, this last
issue is a driving force behind much of mathematical physics.)

1.2 The Sherrington-Kirkpatrick Model.

Also in 1975, in order to provide a model where the molecular field theory is more appro-
priate, Sherrington and Kirkpatrick considered the model on a complete graph. This is the
following. For N, the lattice Ay is just {1,2,..., N}. So Qy is just {+1,—1}". A spin
configuration is ¢ = (o7y,...,0y), Where each o; takes the value +1 or —1. Finally the
Hamiltonian is

1 N

H?VK(U) = ——F= Jz‘,jCTin —h ag;, (11)
VN 1§§§N ;

where h € R is a fixed, nonrandom number, giving the strength of a magnetic field in the

T-spin direction, and all the J; ;’s are i.i.d. N (0, 1) random variables. Hence, every spin o;

interacts with every other spin o, but with a random coupling, which is actually equal to

—Jij/VN.

This model has a high amount of frustration. We define a frustrated triangle as a triple
of sites 1 < ¢ < 7 < k < N, such that J;;J;xJir < 0. An unfrustrated triangle is one
where the product is positive. In an unfrustrated triangle, one can find spins (o;, 0, 0%)
such that each of the terms, J;;0,0;, J;x0,0%, and J;,0;04, are positive, which is good for
minimizing energy. But in a frustrated triangle this is impossible, because the product of
all three terms has the same sign as J;;J;xJ;x. If there is only one triangle to worry about,
then in a frustrated triangle, one simply chooses to frustrate that bond (i, j), (7, k), or (i, k)
which corresponds to the coupling with the lowest magnitude. But when one considers that
the average number of frustrated triangles is half of them, it becomes apparent that there will
be many more competitions, between different triangles, and the problem of finding the best
spin configuration is formidable.
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FIGURE 2. The complete graph, K, again: relevant for the Sherrington-
Kirkpatrick model, though not for the Edwards-Anderon model. We have
colored the bonds two colors at random. Let black mean J;; > 0 and green
mean J;; < 0. Then there are many “frustrated triangles”.

In Figure 2, we drew a complete graph with 6 vertices, and randomly chose 8 edges to
make negative. One can see many frustrated triangles. (Note: The number of frustrated
triangles does depend on more than just the number of negative edges.)

2. FIRST BOUNDS

We will now prove simple upper and lower bounds for the pressure of the Sherrington-
Kirkpatrick model, just on the basis of Jensen’s inequality. After that, we will present the
“eigenvector shadowing” method of Aizenman, Lebowitz and Ruelle [1], which gives non-
trivial bounds on the ground state energy.

Let us first recall what quantities interest us. The partition function, is

Zn(B) = Z e*ffHJSVK(a)7

cEQN

which is, of course, random because it depends on all the (Jij : 1 <i < j < N) through
H5% (o). Then there is the pressure, which is also random,

P (8) = 3 o8(Zx(8)).

In principle, the quantity one is most interested is the distributional limit of the pressure, if it
exists. In other words, the main question is whether there is a random variable p(/3) such that

px(8) 2 p(3),

as N — oo, where & indicates an identity in distribution, or in this case a limit in distribu-
tion? Actually, py(3) “concentrates” near its mean. Therefore, it is of interest to examine
that mean.

Let us introduce the notation P and [E to mean the probability distribution of all the
iid. N(0,1) random couplings J;;, and the expectation with respect to that probability.
Therefore, K is averaging over the noise in this disordered system. We define the “quenched
pressure”

P (8) = Elpy(5)].
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This is a main quantity of interest. Actually, we are even more interested in the limit
p2(8) = lim p(0),
N—oo

if it exists. (It does exist, this is an important result of Guerra and Toninelli, which we will
talk about later in the semester.)
Let us also define the ground state energy

enx(0) = min %HN(U).

oeQn

This is a random quantity. Starting from the formula for the random pressure,

Wm—%Mﬂwm—%m<Zéﬂwﬂ,

geQn

it is easy to see that
en(0) = Jim —57 py(5). 2.1)

2.1 Jensen’s inequality bounds.

The following are standard first bounds (for example, they are both listed early in Talagrand’s
book and Saint Flour notes).

Lemma 2.1 For each N, (3 and h,

N-1 3
log(2cosh(3h)) < p(9) < log(2cosh(oh)) + -+ - 2
Proof. Recall that the quenched pressure is defined as
1
PR (8) = Ellog(Zy(B)]-

There is another quantity, called the “annealed pressure”, which is defined

1
P = 5 log(EZx(D)
Note the difference: the annealed pressure has the logarithm outside the expectation. Of
course the logarithm is a concave function. Therefore, the logarithm of an average is greater
than or equal to the average of the logarithm. So, Jensen’s inequality implies that

p3(8) = Ellog(Zn(3)] < 1 los(EZN(B)) = k().

But py (3), unlike pf\?,( (), is easy to calculate explicitly. Namely, because

S e—ﬂH?VK(a)] - Y E [B—BH%’%)] '

UEQN O'GQN

Note that for each o € (), the Hamiltonian

N
1
H}gVK(O') = ——= JZ'JO',L'O'J‘ - h ag;,
/N Z Zl:

1<i<j<N i=

ElZy(p)] = E
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is a sum of independent Gaussians, and a nonrandom shift. Therefore, it is a Gaussian. Also,
recall that the fundamental property of the Gaussian X is that

E|[ e/\X] _ eAE[xH%vM(X) '
For the Hamiltonian, since all the Jm-’s are centered, of unit variance, and independent,

N
1 N -1
EHY (o)) = ~hY_oi.  Var(H{(0)) = & D Var(yj)oio] = ——.
=1

“— 2
1<i<j<N

Putting this together with the formula above for the moment generating function, gives

I

E oM 0] = s ot (P

S0,
E[Zx(B)] = eN-D5/4 Z ePh iy oi
geEQN
The last sum factorizes, since each o; is being summed over {+1, —1}, independently:
EZy(B)] = ™%/ [2cosh(h)] Y .
Taking the logarithm and dividing by N gives
N —
PR(8) < pa(B) = log(2cosh(Bh)) + ——

which is the claimed upper bound.

The lower bound also uses Jensen’s inequality. But now the probability measure isn’t the
average over the disorder. Instead it is the average over o € (). Let us define

. PELDDARYS
fign(o) = W :

(We put a tilde to remind ourselves that this is not the full, random Gibbs measure, just the
nonrandom Gibbs measure coming from the external magnetic field.) Then

Zy(B) = Z 6% 2icjdijoioj+Bh; oi
UEQN
- ]
=2 cosh(ﬁh)]NEu@h [eﬁ Yici Jq;ja,-aj] '
Again, the expectation here is just over o € )y, using the measure iz, not over the random

couplings.
Since the exponential function is convex, Jensen’s inequality gives

\/% Z Jz'jO'Z'O'j] >

1<j

Zn(B) > [2cosh(Bh)]Y exp (Eﬁﬁh

— [2cosh(ﬂh)]N exp (\/% ZJijEﬂﬁh[Uin]> :

i<j
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The final expectation can be easily seen to be tanh?(3h). We will not use that now. Rather,
what we see is that, taking the logarithm and dividing by N, we have a bound

16} _
Py (B) > log(2cosh(Bh)) + N Z JiEPn[g0]
i<j
Taking the expectation with respect to [P, the second term vanishes, simply because all the J;;
are centered. So

p%(B) > log(2cosh(Bh)),

as claimed. The lower bound simply expresses a well-known fact: adding an independent
centered Gaussian to the exponent of an exponential only serves to increase the expectation,
never lower it. 0

Let us now consider why \/—% is the right normalization. In the Curie-Weiss model, which

is the nonrandom mean-field Ising model, the correct normalization is % But that normaliza-
tion is not right for the SK model. (For example, see the first 1% pages of Bovier’s Erlangen
notes.) Since the couplings are Gaussian, it is the variance that matters, and in the variance,
the \# term is squared.

The upper bound of Lemma 2.1 is a confirmation that the normalization \/LN is, at least, not
too big. If it were, the quenched pressure would diverge as N — oo, which it does not. Also
the upper bound does use the variance, bolstering the previous argument.

On the other hand, since the lower bound is what we would obtain just from setting the
random terms in the Hamiltonian to 0, we do not yet know that \/LN is not too small. Among

other things, the next section shows that it is just the right size to give nontrivial results.
2.2 The Eigenvector Shadowing bound.

Let us motivate the following bound by noting the failure of the previous bounds to tell us
anything useful about the groundstate of HiK. Particularly, if one takes 4 = 0 (which is often
the most interesting case) then the Jensen’s-inequality bounds give

N—-1 p?

log(2) < pR(B) < log(2) + N~ 1

But what does this tell us about e (0)? Using equation (2.1) it gives us just
N-1 p?

— lim g7 e < — lim g7} ,
Jim 57 log(2) + —— - 7| < Elew(0)] < — lim 57" log(2)

But all this says is that
—oo < Elen(0)] <0,
a fact we could have easily deduced anyway (for example because, even without minimizing

over ¢ € Qy, we have E[H3 ()] = 0 for any fixed o). The following bounds, which
Aizenman, Lebowitz and Ruelle call “weak bounds”, are obviously much better.

Proposition 2.2 For any € > 0,

2
lim P{—l—e < en(0) < ——+e} ~ 1.

N—oo
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Proof. Define a random matrix, A, using the couplings of the SK Hamiltonian, and auxil-
iary i.i.d. N (0, 1) random variables, (J; : 1 <i < N), thus:
v _ i _
N 2v/'N
J.
AN — S for1<i<N.
K23 \/N — —

Then this is a GOE (Gaussizﬂ orthogonal ensemble) matrix. In order to _check the normaliza-
tion, let us observe that for Tr := + Tr being the normalized trace (so Tr(1) = 1),

A%V) forl <i<j <N,

N
1 N+1
(N)21] AL = T
E Tl“[(A ) H - N”Z:%E[AUAW] - AN :
By the Wigner semicircle law, one has that the normalized eigenvalue density of such a matrix
converges, as N — 00, to a nonrandom function
2

p(/\) = ; ﬂ[_L”((E) v1— x2.
Refer to, for example, [3]. (One can check the normalization by observing that f p(x)de =1,
which is the limit of Tr[/], and [ 2?0 (z)dx = 1, which is the limit of the expectation of
Tr[(AY)2))

Now, for any o € Qy,

N
1
(0,AMa) = —Hy(0) + =) Ji.
g

using the fact that 0? = 1 for each 7. Of course, the second term on the right hand side is
just an N (0, 1) random variable. Therefore, modulo an order O(1/N) error, we can think of
en(0) as being given instead by

1
/ e (N)
ey(0) := i gggi(J,A o).

On the other hand, since Qy C VNSV~ := {v € RN : ||v|| = N}, we have

max (0, AVg) < N max vTAMy = N)\E\J,V),

oceQn veSN-1

where )\E\J,V) is the largest eigenvalue of AW Because of the Wigner semicircle law, we know

that the random variables )\%V) converges to 1, as N — oo, in probability. This gives the first
bound of the proposition, which is the easy one.

The other bound requires a good choice of o € Q. lLe., instead of merely choosing a
vector v € RY, with the correct norm, we must satisfy all the combinatorial restrictions. The
eigenvector shadowing method is this. Let vV be the eigenvector for \Y, and take

o; = sign(v)),
for each 7 from 1 to N. In particular, then

(7,0 N) = (™1
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Certainly part of the spectral decomposition of AW is ANy (u(V) .} The contribution
to 4(0, A™M¢) coming from this is \Y times —||v )||2. Since we already know that \Y
converges to 1, it only remains to ask what - ||v®)|| is? Of course, by the rotation invariance
of the GOE, v is a uniform random vector in S¥~!. Therefore, we obtain

2
1 2
lim E | | ——1lo@™)|, — \/j =0.
NE%O \/NHU ||1 T

This follows more-or-less from the usual WLLN argument, once one observes (1) that the
individual components of v/ Nv(™) each converge to N(0,1) in distribution as N — oo,
and moreover any fixed number of them become asymptotically independent, and (2) given
an N (0, 1) random variable X, one has E[|X|] = /2/7 by an easy calculation. One may
worry that the asymptotic pairwise independence of the components of v("¥), for example,
isn’t enough to guarantee the limit above. But it is, since in the calculation of the-L?2 norm,
one considers a sum of expectations, each of which involves at most two components. We
leave it as an exercise to the interested reader to derive the result that the components of a
properly rescaled spherical distribution converge to i.i.d. Gaussians.
It is now clear (modulo the reader’s exercise) that

AG) 2
(v M) — 2,
in probability, as N — oo, It remains to prove that
N )
v)? — 0,

n=1
as N — o0, in probability. But it is easy to see that the components of o — v (v, o) are equally

spread with respect to the spectral measure of AW Therefore, using Wigner’s semicircle
law again, the limit-in-probability really is 0, since [ zp(x) dz = 0. O

Remark 2.3 The spherical version of the SK model is the one where the combinatorial re-
striction on ¢ is completely relaxed. It was studied by the physicists, Kosterlitz, Thouless and
Jones in [2].

It seems like it would be an interesting problem to improve either the upper or lower bounds
without resorting to “Parisi’s ansatz”.
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