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Abstract. We study particular cases of left-definite eigenvalue problems

Aψ = λBψ, with A ≥ εI for some ε > 0 and B self-adjoint,

but B not necessarily positive or negative definite, applicable, in particular,
to the eigenvalue problem underlying the Camassa–Holm hierarchy. In fact,
we will treat a more general version where A represents a positive definite
Schrödinger or Sturm–Liouville operator T in L2(R; dx) associated with a
differential expression of the form τ = −(d/dx)p(x)(d/dx)+ q(x), x ∈ R, and
B represents an operator of multiplication by r(x) in L2(R; dx), which, in
general, is not a weight, that is, it is not nonnegative (or nonpositive) a.e. on
R. In fact, our methods naturally permit us to treat certain classes of distri-
butions (resp., measures) for the coefficients q and r and hence considerably
extend the scope of this (generalized) eigenvalue problem, without having to
change the underlying Hilbert space L2(R; dx). Our approach relies on rewrit-
ing the eigenvalue problem Aψ = λBψ in the form A−1/2BA−1/2χ = λ−1χ,
χ = A1/2ψ, and a careful study of (appropriate realizations of) the operator
A−1/2BA−1/2 in L2(R; dx).

In the course of our treatment, we review and employ various necessary
and sufficient conditions for q to be relatively bounded (resp., compact) and
relatively form bounded (resp., form compact) with respect to T0 = −d2/dx2

defined on H2(R). In addition, we employ a supersymmetric formalism which
permits us to factor the second-order operator T into a product of two first-
order operators familiar from (and inspired by) Miura’s transformation linking
the KdV and mKdV hierarchy of nonlinear evolution equations. We also treat
the case of periodic coefficients q and r, where q may be a distribution and r
generates a measure and hence no smoothness is assumed for q and r.
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1. Introduction

In this paper we are interested in a particular realization of a generalized left-
definite spectral problem originally derived from the Camassa–Holm hierarchy of
integrable nonlinear evolution equations.

Before specializing to the one-dimensional context at hand, we briefly address
the notion of generalized spectral problems associated with operator pencils of the
type A− zB, z ∈ C, for appropriate densely defined and closed linear operators A
and B in a complex, separable Hilbert space H. As discussed in [90, Sect. VII.6],
there are several (and in general, inequivalent) ways to reformulate such generalized
spectral problems. For instance, if B is boundedly invertible, one may consider the
spectral problem for the operators B−1A or AB−1, and in some cases (e.g., if
B ≥ εIH for some ε > 0, a case also called a right-definite spectral problem) also
that of B−1/2AB−1/2. Similarly, if A is boundedly invertible, the spectral problem
for the linear pencil A− zB can be reformulated in terms of the spectral problems
for A−1B or BA−1, and sometimes (e.g., if A ≥ εIH for some ε > 0, a case also
called a left-definite spectral problem)) in terms of that of A−1/2BA−1/2.

There exists an enormous body of literature for these kinds of generalized
spectral problems and without any possibility of achieving completeness, we refer,
for instance, to [2], [12], [55], [69], [73], [74], [75], [76], [100], [118], [133], and the
extensive literature cited therein in the context of general boundary value prob-
lems. In the context of indefinite Sturm–Liouville-type boundary value problems
we mention, for instance, [6], [8], [11], [13], [14], [15], [16], [18], [19], [20], [21], [23],
[30], [31], [32], [37], [47], [52], [56], [85], [86], [88], [91], [92], [93], [101], [102], [119],
[134], [137, Chs. 5, 11, 12], and again no attempt at a comprehensive account of
the existing literature is possible due to the enormous volume of the latter.

The prime motivation behind our attempt to study certain left-definite eigen-
value problems is due to their natural occurrence in connection with the Camassa–
Holm (CH) hierarchy. For a detailed treatment and an extensive list of references
we refer to [60], [61, Ch. 5] and [62]. The first few equations of the CH hierarchy
(cf., e.g., [61, Sect. 5.2] for a recursive approach to the CH hierarchy) explicitly
read (with u = u(x, t), (x, t) ∈ R2)

CH0(u) = 4ut0 − uxxt0 + uxxx − 4ux = 0,

CH1(u) = 4ut1 − uxxt1 − 2uuxxx − 4uxuxx + 24uux + c1(uxxx − 4ux) = 0,

CH2(u) = 4ut2 − uxxt2 + 2u2uxxx − 8uuxuxx − 40u2ux (1.1)

+ 2(uxxx − 4ux)G
(
u2
x + 8u2

)
− 8(4u− uxx)G

(
uxuxx + 8uux

)

+ c1(−2uuxxx − 4uxuxx + 24uux) + c2(uxxx − 4ux) = 0, etc.,

for appropriate constants cℓ, ℓ ∈ N. Here G is given by

G :

{
L∞(R; dx) → L∞(R; dx),
v %→ (Gv)(x) = 1

4

∫
R dy e−2|x−y|v(y), x ∈ R,

(1.2)
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and one observes that G is the resolvent of minus the one-dimensional Laplacian
at energy parameter equal to −4, that is,

G =

(
− d2

dx2
+ 4

)−1

. (1.3)

The spectral problem underlying the CH hierarchy can then be cast in the
form (with “prime” denoting d/dx),

Φ′(z, x) = U(z, x)Φ(z, x), (z, x) ∈ C× R, (1.4)

where

Φ(z, x) =

(
φ1(z, x)
φ2(z, x)

)
, U(z, x) =

(
−1 1

z[uxx(x)− 4u(x)] 1

)
,

(z, x) ∈ C× R.
(1.5)

Eliminating φ2 in (1.4) then results in the scalar (weighted) spectral problem

−φ′′(z, x) + φ(z, x) = z[uxx(x) − 4u(x)]φ(z, x), (z, x) ∈ (C\{0})× R. (1.6)

In the specific context of the left-definite Camassa–Holm spectral problem
we refer to [9], [10], [17], [19], [30], [31], [32], [33], [34] [35], [37], [51], [62], [87], [96],
[98], [108], [109], [110], [111], and the literature cited therein.

Rather than directly studying (1.6) in this note, we will study some of its
generalizations and hence focus on several spectral problems originating with the
general Sturm–Liouville equation

−(p(x)ψ′(z, x))′ + q(x)ψ(z, x) = zr(x)ψ(z, x), (z, x) ∈ (C\{0})× R, (1.7)

under various hypotheses on the coefficients p, q, r to be described in more detail
later on and with emphasis on the fact that r may change its sign. At this point
we assume the following basic requirements on p, q, r (but we emphasize that later
on we will consider vastly more general situations where q and r are permitted to
lie in certain classes of distributions):

Hypothesis 1.1.

(i) Suppose that p > 0 a.e. on R, p−1 ∈ L1
loc(R; dx), and that q, r ∈ L1

loc(R; dx)
are real-valued a.e. on R. In addition, assume that r ̸= 0 on a set of positive
Lebesgue measure and that

± lim
x→±∞

∫ x

dx′ p(x′)−1/2 = ∞. (1.8)

(ii) Introducing the differential expression

τ = − d

dx
p(x)

d

dx
+ q(x), x ∈ R, (1.9)
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and the associated minimal operator Tmin in L2(R; dx) by

Tminf = τf,

f ∈ dom(Tmin) =
{
g ∈ L2(R; dx)

∣∣ g, (pg′) ∈ ACloc(R); supp (g) compact; (1.10)

τg ∈ L2(R; dx)
}
,

we assume that for some ε > 0,

Tmin ≥ εIL2(R;dx). (1.11)

We note that our assumptions (1.8) and (1.11) imply that τ is in the limit
point case at +∞ and −∞ (cf., e.g., [29], [59], [72], [122]). This permits one to
introduce the maximally defined self-adjoint operator T in L2(R; dx) associated
with τ by

Tf = τf,

f ∈ dom(T ) =
{
g ∈ L2(R; dx)

∣∣ g, (pg′) ∈ ACloc(R); τg ∈ L2(R; dx)
} (1.12)

(where ACloc(R) denotes the set of locally absolutely continuous functions on R).
In particular, T is the closure of Tmin,

T = Tmin, (1.13)

and hence also

T ≥ εIL2(R;dx). (1.14)

Remark 1.2. By a result proven in Yafaev [138] (see also [68, pp. 110–115]), if
p = 1 and q ≥ 0 a.e. on R, (1.14) holds for some ε > 0 if and only if there exists
c0 > 0 such that for some a > 0,

∫ x+a

x
dx′ q(x′) ≥ c0, x ∈ R. (1.15)

If p is bounded below by some ε0 > 0 (which we may choose smaller than one),
one has

∫

R
dx

[
p(x)|u′(x)|2 + q(x)|u(x)|2

]
≥ ε0

∫

R
dx

[
|u′(x)|2 + ε−1

0 q(x)|u(x)|2
]
. (1.16)

Hence (1.15) is then still sufficient for (1.14) to hold.
We also note that Theorem 3 in [138] shows that q ≥ 0 is not necessary for

(1.14) to hold. In fact, if q2 ≥ 0, but
∫ a+1
a dx q2(x) ≤ c for all a ∈ R, one finds

−(c+ 4c2)

∫

R
dx |u(x)|2 ≤

∫

R
dx

[
|u′(x)|2 − q2(x)|u(x)|2

]
. (1.17)

Hence if p = 1 and q = ε + c + 4c2 − q2 one obtains (1.14) even though q may
assume negative values.
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Given these preparations, we now associate the weighted eigenvalue equation
(1.7) with a standard self-adjoint spectral problem of the form

T−1/2rT−1/2 χ = ζχ,

χ(ζ, x) =
(
T 1/2ψ(z, ·)

)
(x), ζ = 1/z ∈ C\{0}, x ∈ R,

(1.18)

for the integral operator T−1/2rT−1/2 in L2(R; dx), subject to certain additional
conditions on p, q, r. We use the particular notation T−1/2rT−1/2 to underscore
the particular care that needs to be taken with interpreting this expression as
a bounded, self-adjoint operator in L2(R; dx) (pertinent details can be found in
(2.37) and, especially, in (3.98)). It is important to note that in contrast to a
number of papers that find it necessary to use different Hilbert spaces in connection
with a left-definite spectral problem (in some cases the weight r is replaced by |r|,
in other situations the new Hilbert space is coefficient-dependent), our treatment
works with one and the same underlying Hilbert space L2(R; dx).

We emphasize that rewriting (1.7) in the form (1.18) is not new. In particular,
in the context of the CH spectral problem (1.6) this has briefly been used, for
instance, in [36] (in the periodic case), in [33] (in the context of the CH scattering
problem), in [62] (in connection with real-valued algebro-geometric CH solutions),
and in [109] (in connection with CH flows and Fredholm determinants). However,
apart from the approach discussed in [18], [19], [20], most investigations associated
with the CH spectral problem (1.6) appear to focus primarily on certain Liouville–
Green transformations which transform (1.6) into a Schrödinger equation for some
effective potential coefficient (see, e.g., [30], [31], [32]). This requires additional
assumptions on the coefficients which in general can be avoided in the context of
(1.18). Indeed, the change of variables

R ∋ x %→ t =

∫ x

0
dx′ p(x′)−1, (1.19)

turns the equation −(pu′)′ + qu = zru on R into

− v′′ +Qv = zRv on

(
−
∫ 0

−∞
dx′ p(x′)−1,

∫ +∞

0
dx′ p(x′)−1

)
,

v(t) = u(x(t)), Q(t) = p(x(t))q(x(t)), R(t) = p(x(t))r(x(t)).

(1.20)

However, assuming for instance, ±
∫±∞

dx p(x) = ∞, the change of variables is
only unitary between the spaces L2(R; dx) and L2(R; dx/p(x)) and hence necessi-
tates a change in the underlying measure.

The primary aim of this note is to sketch a few instances in which the integral
operator approach in (1.18) naturally, and in a straightforward manner, leads
to much more general spectral results and hence is preferable to the Liouville–
Green approach. In particular, we are interested in generalized situations, where
the coefficients q and r lie in certain classes of distributions. To the best of our
knowledge, this level of generality is new in this context.
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In Section 2 we analyze basic spectral theory of T−1/2rT−1/2 in L2(R; dx)
assuming Hypothesis 1.1 and appropriate additional assumptions on p, q, r. The
more general case where q and r lie in certain classes of distributions is treated
in detail in Section 3. There we heavily rely on supersymmetric methods and
Miura transformations. This approach exploits the intimate relationship between
spectral theory for Schrödinger operators factorized into first-order differential
operators and that of an associated Dirac-type operator. Section 4 is devoted to
applications in the special case where q and r are periodic (for simplicity we take
p = 1). We permit q to lie in a class of distributions and r to be a signed measure,
which underscores the novelty of our approach. Three appendices provide ample
background results: Appendix A is devoted to basic facts on relative boundedness
and compactness of operators and forms; the supersymmetric formalism relating
Schrödinger and Dirac-type operators is presented in Appendix B, and details on
sesquilinear forms and their associated operators are provided in Appendix C.

Finally, we briefly summarize some of the notation used in this paper: Let H
be a separable complex Hilbert space, (·, ·)H the scalar product in H (linear in the
second factor), and IH the identity operator in H. Next, let T be a linear operator
mapping (a subspace of) a Banach space into another, with dom(T ), ran(T ), and
ker(T ) denoting the domain, range, and kernel (i.e., null space) of T . The closure
of a closable operator S is denoted by S.

The spectrum, essential spectrum, point spectrum, discrete spectrum, abso-
lutely continuous spectrum, and resolvent set of a closed linear operator in H will
be denoted by σ(·), σess(·), σp(·), σd(·), σac(·), and ρ(·), respectively.

The Banach spaces of bounded and compact linear operators inH are denoted
by B(H) and B∞(H), respectively. Similarly, the Schatten–von Neumann (trace)
ideals will subsequently be denoted by Bs(H), s ∈ (0,∞). The analogous notation
B(X1,X2), B∞(X1,X2), etc., will be used for bounded and compact operators be-
tween two Banach spaces X1 and X2. Moreover, X1 ↪→ X2 denotes the continuous
embedding of the Banach space X1 into the Banach space X2. Throughout this
manuscript we use the convention that if X denotes a Banach space, X∗ denotes
the adjoint space of continuous conjugate linear functionals on X , also known as
the conjugate dual of X .

In the bulk of this note, H will typically represent the space L2(R; dx). Op-
erators of multiplication by a function V ∈ L1

loc(R; dx) in L2(R; dx) will by a
slight abuse of notation again be denoted by V (rather than the frequently used,
but more cumbersome, notation MV ) and unless otherwise stated, will always as-
sumed to be maximally defined in L2(R; dx) (i.e., dom(V ) =

{
f ∈ L2(R; dx)

∣∣ V f ∈
L2(R; dx)

}
). Moreover, in subsequent sections, the identity operator IL2(R;dx) in

L2(R; dx) will simply be denoted by I for brevity.
The symbol D(R) denotes the space of test functions C∞

0 (R) with its usual
(inductive limit) topology. The corresponding space of continuous linear function-
als on D(R) is denoted by D′(R) (i.e., D′(R) = C∞

0 (R)′).
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2. General spectral theory of T−1/2rT−1/2

In this section we derive some general spectral properties of T−1/2rT−1/2 which
reproduce some known results that were originally derived in the CH context of
(1.6), but now we prove them under considerably more general conditions on the
coefficients p, q, r, and generally, with great ease. In this section p, q, r will satisfy
Hypothesis 1.1 and appropriate additional assumptions. (The case where q, r lie
in certain classes of distributions will be treated in Section 3.)

For a quick summary of the notions of relatively bounded and compact op-
erators and forms frequently used in this section, we refer to Appendix A.

Before analyzing the operator T−1/2rT−1/2 we recall three useful results:
We denote by T0 (minus) the usual Laplacian in L2(R; dx) defined by

T0f = −f ′′, (2.1)

f ∈ dom(T0) =
{
g ∈ L2(R; dx)

∣∣ g, g′ ∈ ACloc(R); g′′ ∈ L2(R; dx)
}
= H2(R),

where Hm(R), m ∈ N, abbreviate the usual Sobolev spaces of functions whose
distributional derivatives up to order m lie in L2(R; dx).

In the following it is useful to introduce the spaces of locally uniformly Lp-
integrable functions on R,

Lp
loc unif(R; dx) =

{
f ∈ Lp

loc(R; dx)
∣∣∣∣ sup
a∈R

(∫ a+1

a
dx |f(x)|p

)
< ∞

}
, (2.2)

p ∈ [1,∞). Equivalently, let

η ∈ C∞
0 (R), 0 ≤ η ≤ 1, η|B(0;1) = 1, (2.3)

with B(x; r) ⊂ R the open ball centered at x0 ∈ R and radius r > 0, then

Lp
loc unif(R; dx) =

{
f ∈ Lp

loc(R; dx)
∣∣∣ sup
a∈R

∥η(·− a)f∥Lp(R;dx) < ∞
}
, p ∈ [1,∞).

(2.4)
We refer to Appendix A for basic notions in connection with relatively bounded
linear operators.

Theorem 2.1 ([125, Theorem 2.7.1], [127, p. 35]). Let V,w ∈ L2
loc(R; dx). Then the

following conditions (i)–(iv) are equivalent:

(i) dom(w) ⊇ dom
(
T 1/2
0

)
= H1(R). (2.5)

(ii) w ∈ L2
loc unif(R; dx). (2.6)

(iii) For some C > 0,

∥wf∥2L2(R;dx) ≤ C
[∥∥T 1/2

0 f∥2L2(R;dx) + ∥f∥2L2(R;dx)
]
,

f ∈ dom
(
T 1/2
0

)
= H1(R).

(2.7)
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(iv) For all ε > 0, there exists Cε > 0 such that:

∥wf∥2L2(R;dx) ≤ ε
∥∥T 1/2

0 f
∥∥2
L2(R;dx) + Cε∥f∥2L2(R;dx),

f ∈ dom
(
T 1/2
0

)
= H1(R).

(2.8)

Moreover, also the following conditions (v)–(viii) are equivalent:

(v) dom(V ) ⊇ dom(T0) = H2(R). (2.9)

(vi) V ∈ L2
loc unif(R; dx). (2.10)

(vii) For some C > 0,

∥V f∥2L2(R;dx) ≤ C
[
∥T0f∥2L2(R;dx) + ∥f∥2L2(R;dx)

]
,

f ∈ dom(T0) = H2(R).
(2.11)

(viii)For all ε > 0, there exists Cε > 0 such that:

∥V f∥2L2(R;dx) ≤ ε∥T0f∥2L2(R;dx) + Cε∥f∥2L2(R;dx),

f ∈ dom(T0) = H2(R).
(2.12)

In fact, it is possible to replace T 1/2
0 by any polynomial Pm

(
T 1/2
0

)
of degree m ∈ N

in connection with items (i)–(iv).

We emphasize the remarkable fact that according to items (iii), (iv) and (vii),
(viii), relative form and operator boundedness is actually equivalent to infinitesi-
mal form and operator boundedness in Theorem 2.1.

For completeness, we briefly sketch some of the principal ideas underlying
items (i)–(iv) in Theorem 2.1, particularly, focusing on item (ii): That item (i)
implies item (iii) is of course a consequence of the closed graph theorem. Exploiting
continuity of f ∈ H1(R), yields for arbitrary ε > 0,

|f(x)|2 − |f(x′)|2 =

∫ x

x′
dy

[
f(yf ′(y) + f ′(y)f(y)

]
(2.13)

≤ ε

∫

I
dy |f ′(y|2 + ε−1

∫

I
dy |f(y)|2, f ∈ H1(R), x, x′ ∈ I,

with I ⊂ R an arbitrary interval of length one. The use of the mean value theorem
for integrals then permits one to choose x′ ∈ I such that

|f(x′)|2 =

∫

I
dy |f(y)|2 (2.14)

implying

|f(x)|2 ≤ ε

∫

I
dx′ |f ′(x′)|2 +(1+ ε−1)

∫

I
dx′ |f(x′)|2, f ∈ H1(R), x ∈ I, (2.15)

and hence after summing over all intervals I of length one, and using boundedness
of f ∈ H1(R),

|f(x)|2 ≤ ∥f∥2L∞(R;dx) ≤ ε∥f ′∥2L2(R;dx) + (1 + ε−1)∥f∥2L2(R;dx), (2.16)
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f ∈ H1(R), x ∈ R. Multiplying (2.15) by |w(x)|2 and integrating with respect to
x over I yields

∫

I
dx |w(x)|2|f(x)|2 ≤ εC0

∫

I
dx′ |f ′(x′)|2 + (1 + ε−1)C0

∫

I
dx′ |f(x′)|2, (2.17)

and summing again over all intervals I of length one implies

∥wf∥2L2(R;dx) ≤ εC0∥f ′∥2L2(R) +
(
1 + ε−1

)
C0∥f∥2L2(R;dx), f ∈ H1(R), (2.18)

where

C0 := sup
a∈R

(∫ a+1

a
dx |w(x)|2

)
< ∞, (2.19)

illustrating the sufficiency part of condition w ∈ L2
loc unif(R; dx) in item (ii) for

item (iv) to hold.

Next, consider ψ(x) = e1−x2
, ψa(x) = ψ(x− a), x, a ∈ R. Then

∫ a+1

a
dx |w(x)|2 ≤

∫

R
dx

[
|w(x)||ψa(x)|

]2
(2.20)

≤ C
[∥∥T 1/2

0 ψa

∥∥2
L2(R;dx) + ∥ψa∥2L2(R;dx)

]
(2.21)

≤ Ĉ
[
∥ψ′∥2L2(R;dx) + ∥ψ∥2L2(R;dx)

]
= C̃, (2.22)

with C̃ independent of a, illustrates necessity of the condition w ∈ L2
loc unif(R; dx)

in item (ii) for item (iii) to hold.
Given ε > 0, there exists η(ε) > 0, such that the obvious inequality

∥f ′∥2L2(R;dx) ≤ ε
∥∥Tm/2

0

∥∥2
L2(R;dx) + η(ε)∥f∥2L2(R;dx),

f ∈ dom
(
Tm/2
0

)
, m ∈ N, m ≥ 2,

(2.23)

holds. It suffices applying the Fourier transform and using |p| ≤ ε|p|m + η(ε),

m ∈ N, m ≥ 2 to extend this to polynomials in T 1/2
0 . This illustrates the sufficiency

of the condition V ∈ L2
loc unif(R; dx) in item (vi) for item (viii) to hold.

We note that items (i)–(iv) in Theorem 2.1 are mentioned in [127, p. 35]
without proof, but the crucial hint that f ∈ H1(R) implies that f ∈ ACloc(R) ∩
L∞(R; dx), is made there. We also remark that Theorem 2.7.1 in [125] is primar-
ily concerned with items (v)–(viii) in Theorem 2.1. Nevertheless, its method of
proof also yields the results (2.1)–(2.8), in particular, it contains the fundamental
inequality (2.18).

Next, we also recall the following result (we refer to Appendix A for details
on the notion of relative compactness for linear operators):

Theorem 2.2 ([125, Theorem 3.7.5], [126, Sects. 15.7, 15.9]). Let w ∈ L2
loc(R; dx).

Then the following conditions (i)–(iii) are equivalent:

(i) w is T 1/2
0 -compact. (2.24)

(ii) w is T0-compact. (2.25)
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(iii) lim
|a|→∞

(∫ a+1

a
dx |w(x)|2

)
= 0. (2.26)

In fact, it is possible to replace T 1/2
0 by any polynomial Pm

(
T 1/2
0

)
of degree m ∈ N

in item (i).

We note that w ∈ L2
loc(R; dx) together with condition (2.26) imply that

w ∈ L2
loc unif(R; dx) (cf. [126, p. 378]).
It is interesting to observe that the if and only if characterizations (2.1)–(2.8)

for relative (resp., infinitesimal) form boundedness mentioned by Simon [127, p.
35], and those in (2.24)–(2.26) for relative (form) compactness by Schechter in the
first edition of [126, Sects. 15.7, 15.9], were both independently published in 1971.

In the context of Theorems 2.1 and 2.2 we also refer to [5] for interesting
results on necessary and sufficient conditions on relative boundedness and rela-
tive compactness for perturbations of Sturm–Liouville operators by lower-order
differential expressions on a half-line (in addition, see [26], [77]).

We will also use the following result on trace ideals. To fix our notation,
we denote by f(X) the operator of multiplication by the measurable function
f on R, and similarly, we denote by g(P ) the operator defined by the spectral
theorem for a measurable function g (equivalently, the operator of multiplication
by the measurable function g in Fourier space L2(R; dp)), where P denotes the
self-adjoint (momentum) operator defined by

Pf = −if ′, dom(P ) = H1(R). (2.27)

Theorem 2.3 ([128, Theorem 4.1]). Let f ∈ Ls(R; dx), g ∈ Ls(R; dx)), s ∈ [2,∞).
Then

f(X)g(P ) ∈ Bs

(
L2(R; dx)

)
(2.28)

and

∥f(X)g(P )∥Bs(L2(R;dx)) ≤ (2π)−1/s∥f∥Ls(R;dx)∥g∥Ls(R;dx). (2.29)

If s = 2, f and g are both nonzero on a set of positive Lebesgue measure, and
f(X)g(P ) ∈ B2

(
L2(R; dx)

)
, then

f, g ∈ L2(R; dx). (2.30)

Given these preparations, we introduce the following convenient assumption:

Hypothesis 2.4. In addition to the assumptions in Hypothesis 1.1 suppose that the
form domain of T is given by

dom
(
T 1/2

)
= dom

(
T 1/2
0

)
= H1(R). (2.31)

Assuming for some positive constants c and C that

0 < c ≤ p ≤ C a.e. on R, (2.32)

an application of Theorem 2.1 (i), (ii) shows that (2.31) holds if q ∈ L1
loc(R; dx)

satisfies
q ∈ L1

loc unif(R; dx). (2.33)
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Indeed, since by the comment following Hypothesis 1.1, T is essentially self-adjoint
on dom(Tmin), T ≥ εI for some ε > 0, and dom

(
T 1/2

)
= H1(R), the sesquilinear

form QT associated with T is of the form

QT (f, g) =

∫

R
dx p(x)f ′(x)g′(x) +

∫

R
dx q(x)f(x)g(x),

f, g ∈ dom(QT ) = dom
(
T 1/2

)
= dom

(
T 1/2
0

)
= H1(R).

(2.34)

Hence, by Theorem 2.1 (i), (ii), this is equivalent to (2.33) keeping in mind that q
is such that (1.11) holds.

Our first result then reads as follows:

Theorem 2.5. Assume Hypothesis 2.4.

(i) Then

|r|1/2T−1/2 ∈ B
(
L2(R; dx)

)
(2.35)

if and only if

r ∈ L1
loc unif(R; dx). (2.36)

In particular, if (2.36) holds, introducing

T−1/2rT−1/2 =
[
|r|1/2T−1/2

]∗
sgn(r)

[
|r|1/2T−1/2

]
, (2.37)

one concludes that

T−1/2rT−1/2 ∈ B
(
L2(R; dx)

)
. (2.38)

(ii) Let r0 ∈ R. Then

|r − r0|1/2T−1/2 ∈ B∞
(
L2(R; dx)

)
(2.39)

if and only if

lim
|a|→∞

(∫ a+1

a
dx |r(x) − r0|

)
= 0. (2.40)

In particular, if (2.40) holds, introducing

T−1/2(r − r0)T
−1/2

=
[
|r − r0|1/2T−1/2

]∗
sgn(r − r0)

[
|r − r0|1/2T−1/2

]
,

(2.41)

one concludes that

T−1/2(r − r0)T
−1/2 ∈ B∞

(
L2(R; dx)

)
. (2.42)

(iii) Let r0 ∈ R. Then

|r − r0|1/2T−1/2 ∈ B2

(
L2(R; dx)

)
(2.43)

if and only if ∫

R
dx |r(x) − r0| < ∞. (2.44)
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In particular, if (2.44) holds, then

T−1/2(r − r0)T
−1/2 ∈ B1

(
L2(R; dx)

)
. (2.45)

Proof. (i) By hypothesis (2.31) and the closed graph theorem one concludes that
[
(T0 + I)1/2T−1/2

]
∈ B

(
L2(R; dx)

)
. (2.46)

(
and analogously,

[
(T0 + I)1/2T−1/2

]−1
= T 1/2(T0 + I)−1/2 ∈ B

(
L2(R; dx)

))
. The

equivalence of (2.35) and (2.36) then follows from (2.1) and (2.6) and the fact that

|r|1/2T−1/2 =
[
|r|1/2(T0 + I)−1/2

][
(T0 + I)1/2T−1/2

]
. (2.47)

The inclusion (2.38) immediately follows from (2.35) and (2.37).

(ii) The equivalence of (2.39) and (2.40) follows from (2.24) and (2.26). The inclu-
sion (2.42) then follows from (2.41), (2.46), and (2.47) with r replaced by r − r0.

(iii) The equivalence of (2.43) and (2.44) follows from (2.29) and (2.30), employing
again (2.46) and the fact that (|p|2 + 1)−1/2 ∈ L2(R; dp). The relation (2.45)
once more follows from (2.41), (2.46), and (2.47) with r replaced by r − r0, and
the fact that S ∈ B1(H) if and only if |S| ∈ B1(H) and hence if and only if
|S|1/2 ∈ B2(H). !

In the following we use the obvious notation for subsets of M ⊂ R and
constants c ∈ R:

cM = {c x ∈ R |x ∈ M}. (2.48)

Corollary 2.6. Assume Hypothesis 2.4.

(i) If (2.40) holds for some r0 ∈ R, then

σess
(
T−1/2rT−1/2

)
=

{
r0σess

(
T−1

)
, r0 ∈ R\{0},

{0}, r0 = 0.
(2.49)

(ii) If (2.44) holds for some r0 ∈ R, then

σac
(
T−1/2rT−1/2

)
=

{
r0σac

(
T−1

)
, r0 ∈ R\{0},

∅, r0 = 0.
(2.50)

Proof. For r0 ∈ R\{0} it suffices to use the decomposition

T−1/2rT−1/2 = T−1/2[r0 + (r − r0)]T
−1/2 = r0T

−1+T−1/2(r − r0)T
−1/2 (2.51)

and employ (2.42) together with Weyl’s theorem (cf., e.g., [53, Sect. IX.2], [121,
Sect. XIII.4], [135, Sect. 9.2]) to obtain (2.49), and combine (2.45) and the Kato–
Rosenblum theorem (cf., e.g., [90, Sect. X.3], [120, Sect. XI.3], [135, Sect. 11.1]) to
obtain (2.50).

In the case r0 = 0 relation (2.49) holds since T−1/2rT−1/2 ∈ B∞
(
L2(R; dx)

)

and L2(R; dx) is infinite dimensional. By the same argument one obtains (2.50)
for r0 = 0. !
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In connection with (2.49) we also recall that by the spectral mapping theorem
for self-adjoint operators A in H,

0 ̸= z ∈ σess
(
(A− z0IH)−1

)
, z0 ∈ ρ(A), if and only if z−1 + z0 ∈ σess(A) (2.52)

(cf., e.g., [121, Sect. XIII.4]). Finally, we mention that there exists a large body
of results on determining essential and absolutely continuous spectra for Sturm–
Liouville-type operators T associated with the differential expressions of the type
τ = − d

dxp(x)
d
dx + q(x), x ∈ R. We refer, for instance, to [45, XIII.7], [115, Chs. 2,

4], [116, Sect. 24], and the literature cited therein.

Remark 2.7. While it is well known that for T densely defined and closed in H,

T is bounded (resp., compact, Hilbert–Schmidt)

if and only if T ∗T is bounded (resp., compact, trace class),
(2.53)

the following example, communicated to us by G. Teschl [130], shows that if S is
bounded and self-adjoint in H with spectrum σ(S) = {−1, 1} then

T bounded is not equivalent to T ∗ST bounded (2.54)

assuming T ∗ST to be densely defined in H (and hence closable in H, since T ∗ST
is symmetric). Indeed, considering

T =

(
A 0
0 A−1

)
, A = A∗, A ≥ IH, S =

(
0 IH
IH 0

)
, (2.55)

then
T ∗ST = S, (2.56)

and hence T ∗ST is bounded, but T is unbounded if A is chosen to be unbounded.
Thus one cannot assert on abstract grounds that

T−1/2rT−1/2 =
[
|r|1/2T−1/2

]∗
sgn(r)|r|1/2T−1/2 (2.57)

is bounded if and only if |r|1/2T−1/2 is. In fact, this is utterly wrong as we shall
discuss in the following Section 3. Indeed, focusing directly on |r|1/2T−1/2 instead
of T−1/2rT−1/2 ignores crucial oscillations of r that permit one to considerably en-
large the class of admissible weights r. In particular, thus far we relied on estimates
of the type

∥∥|q|1/2f
∥∥2
L2(R;dx) ≤ C

[∥∥T 1/2
0 f

∥∥2
L2(R;dx) + ∥f∥2L2(R;dx)

]
, f ∈ H1(R), (2.58)

equivalently,
∫

R
dx |q(x)||f(x)|2 ≤

∥∥[T0 + I
]1/2

f
∥∥2
L2(R;dx), f ∈ H1(R). (2.59)

Consequently, we ignored all oscillations of q (and hence, r). Instead, we should
focus on estimating

∣∣∣∣
∫

R
dx q(x)|f(x)|2

∣∣∣∣ ≤
∥∥[T0 + I

]1/2
f
∥∥2
L2(R;dx), f ∈ H1(R), (2.60)

and this will be the focus of the next Section 3.
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3. Distributional coefficients

In this section we extend our previous considerations where q, r ∈ L1
loc unif(R; dx),

to the case where q and r are permitted to lie in a certain class of distributions.
The extension to distributional coefficients will be facilitated by employing su-
persymmetric methods and an underlying Miura transformation. This approach
permits one to relate spectral theory for Schrödinger operators factorized into a
product of first-order differential operators with that of an associated Dirac-type
operator.

We start with some background (cf., e.g., [70, Chs. 4–6], [103, Chs. 2, 3, 11],
[112, Ch. 3]) and fix our notation in connection with Sobolev spaces. Introducing

L2
s(R) = L2

(
R;

(
1 + |p|2

)s
dp

)
, s ∈ R, (3.1)

and identifying,

L2
0(R) = L2(R; dp) =

(
L2(R; dp)

)∗
=

(
L2
0(R)

)∗
, (3.2)

one gets the chain of Hilbert spaces with respect to the pivot space L2
0(R) =

L2(R; dp),
L2
s(R) ⊂ L2(R; dp) ⊂ L2

−s(R) =
(
L2
s(R)

)∗
, s > 0. (3.3)

Next, we introduce the maximally defined operator G0 of multiplication by the

function
(
1 + | · |2

)1/2
in L2(R; dp),

(G0f)(p) =
(
1 + |p|2

)1/2
f(p),

f ∈ dom(G0) =
{
g ∈ L2(R; dp)

∣∣∣
(
1 + | · |2

)1/2
g ∈ L2(R; dp)

}
.

(3.4)

The operator G0 extends to an operator defined on the entire scale L2
s(R), s ∈ R,

denoted by G̃0, such that

G̃0 : L2
s(R) → L2

s−1(R),
(
G̃0

)−1
: L2

s(R) → L2
s+1(R), bijectively, s ∈ R. (3.5)

In particular, while

I : L2(R; dp) →
(
L2(R; dp)

)∗
= L2(R; dp) (3.6)

represents the standard identification operator between L2
0(R) = L2(R; dp) and its

adjoint space,
(
L2(R; dp)

)∗
=

(
L2
0(R)

)∗
, via Riesz’s lemma, we emphasize that we

will not identify
(
L2
s(R)

)∗
with L2

s(R) when s > 0. In fact, it is the operator G̃2
0

that provides a unitary map

G̃2
0 : L2

s(R) → L2
s−2(R), s ∈ R. (3.7)

In particular,

G̃2
0 : L2

1(R) → L2
−1(R) =

(
L2
1(R)

)∗
is a unitary map, (3.8)

and we refer to (C.40) for an abstract analog of this fact.
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Denoting the Fourier transform on L2(R; dp) by F , and then extended to the
entire scale L2

s(R), s ∈ R, more generally, to S ′(R) by F̃ (with F̃ : S ′(R) → S ′(R)
a homeomorphism), one obtains the scale of Sobolev spaces via

Hs(R) = F̃L2
s(R), s ∈ R, L2(R; dx) = FL2(R; dp), (3.9)

and hence,

FG0F−1 = (T0 + I)1/2 : H1(R) → L2(R; dx), bijectively, (3.10)

F̃G̃0F̃−1 =
(
T̃0 + Ĩ

)1/2
: Hs(R) → Hs−1(R), bijectively, s ∈ R, (3.11)

F̃
(
G̃0

)−1F̃−1 =
(
T̃0 + Ĩ

)−1/2
: Hs(R) → Hs+1(R), bijectively, s ∈ R. (3.12)

We recall that T0 was defined as

T0 = −d2/dx2, dom(T0) = H2(R), (3.13)

in (2.1), but now the extension T̃0 of T0 is defined on the entire Sobolev scale
according to (3.11),

(
T̃0 + Ĩ

)
: Hs(R) → Hs−2(R) is a unitary map, s ∈ R, (3.14)

and the special case s = 1 again corresponds to (C.26), (C.40),
(
T̃0 + Ĩ

)
: H1(R) → H−1(R) =

(
H1(R)

)∗
is a unitary map. (3.15)

In addition, we note that

H0(R) = L2(R; dx),
(
Hs(R)

)∗
= H−s(R), s ∈ R, (3.16)

S(R) ⊂ Hs(R) ⊂ Hs′(R) ⊂ L2(R; dx) ⊂ H−s′(R) ⊂ H−s(R) ⊂ S ′(R),
s > s′ > 0.

(3.17)

Moreover, we recall that Hs(R) is conveniently and alternatively introduced as the
completion of C∞

0 (R) with respect to the norm ∥ · ∥s,

Hs(R) = C∞
0 (R)∥·∥s

, s ∈ R, (3.18)

where for ψ ∈ C∞
0 (R) and s ∈ R,

∥ψ∥s =
(∫

R
dξ

(
1+|ξ|2s

)
|ψ̂(ξ)|2)

)1/2

, ψ̂(ξ) = (2π)−1/2

∫

R
dx e−iξxψ(x). (3.19)

Equivalently,

Hs(R) =
{
u ∈ S ′(R)

∣∣∣∣ ∥u∥
2
Hs(R) =

∫

Rn

dξ
(
1 + |ξ|2s

)
|û(ξ)|2 < ∞

}
, s ∈ R.

(3.20)
Similarly,

Hs
loc(R) =

{
u ∈ D′(R)

∣∣ ∥ψ u∥Hs(R) < ∞ for all ψ ∈ C∞
0 (R)

}

=
{
u ∈ D′(R)

∣∣ ∥η(·− a)u∥Hs(R) < ∞ for all a ∈ R
}
, s ∈ R

(3.21)
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(cf. [70, p. 140]), and

Hs
loc unif(R) =

{
u ∈ Hs

loc(R)
∣∣∣ sup
a∈R

∥η(·− a)u∥Hs(R) < ∞
}
, s ∈ R, (3.22)

with η defined in (2.3).
Moreover, as proven in [43, Sect. 2] (cf. also [83], [113], [114]) elements q ∈

H−1
loc (R) ⊂ D′(R) can be represented by

q = q′2 for some q2 ∈ L2
loc(R; dx). (3.23)

Similarly, if q ∈ Hs−1(R) for some s ≥ 0, [83, Lemma 2.1] proves the representation

q = v∞ + v ′
s for some v∞ ∈ H∞(R), vs ∈ Hs(R), (3.24)

where
H∞(R) =

⋂

t≥0

Ht(R) ⊂ C∞(R). (3.25)

In particular, if q ∈ H−1(R) one has the representation

q = v∞ + q ′
2 for some v∞ ∈ H∞(R), q2 ∈ L2(R; dx). (3.26)

Next, for q ∈ H−1
loc unif(R), [78, Theorem 2.1] proves the representation

q = q1 + q′2 for some qj ∈ Lj
loc unif(R; dx), j = 1, 2. (3.27)

The decomposition q = q1 + q′2 in (3.27) is nonunique. In fact, also the represen-
tation

q = q∞ + q′2 for some q∞ ∈ L∞(R; dx), q2 ∈ L2
loc unif(R; dx) (3.28)

is proved in [78, Theorem 2.1]. Finally, if q ∈ H−1
loc (R) is periodic with period

ω > 0, [78, Remark 2.3] (see also [43, Proposition 1]) provides the representation

q = c+ q′2 for some c ∈ C, q2 ∈ L2
loc unif(R; dx), q2 periodic with period ω > 0.

(3.29)
Next, we turn to sequilinear forms Qq generated by a distribution q ∈ D′(R)

as follows: For f, g ∈ C∞
0 (R), f (the complex conjugate of f) is a multiplier for q,

that is, fq = qf ∈ D′(R) and hence the distributional pairing

D′(R)⟨qf, g⟩D(R) = (fq)(g) = q(fg) = Qq(f, g), f, g ∈ C∞
0 (R), (3.30)

is well defined and thus determines a sesquilinear form Qq(·, ·) defined on D(R) =
C∞

0 (R). The distribution q ∈ D′(R) is called a multiplier from H1(R) to H−1(R)
if (3.30) continuously extends from C∞

0 (R) to H1(R), that is, for some C > 0,

|Qq(f, g)| ≤ C∥f∥H1(R)∥g∥H1(R), f, g ∈ C∞
0 (R), (3.31)

and hence one defines this extension Q̃q via

Q̃q(f, g) = lim
n→∞

Qq(fn, gn), f, g ∈ H1(R), fn, gn ∈ C∞
0 (R),

assuming lim
n→∞

∥f − fn∥H1(R) = 0, lim
n→∞

∥g − gn∥H1(R) = 0.
(3.32)
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(This extension is independent of the particular choices of sequences fn, gn and by

polarization, (3.31) for f = g suffices to yield the extension Q̃q in (3.32).) The set of
all multipliers from H1(R) to H−1(R) is usually denoted by M

(
H1(R), H−1(R)

)
,

equivalently, one could use the symbol B
(
H1(R), H−1(R)

)
, the bounded linear

operators mapping H1(R) into H−1(R). Thus, for q ∈ M
(
H1(R), H−1(R)

)
, the

distributional pairing (3.30) extends to

H−1(R)⟨qf, g⟩H1(R) = Q̃q(f, g), f, g ∈ H1(R). (3.33)

Theorem 3.1 ([7], [103, Sects. 2.5, 11.4], [104], [106], [117]). Assume that q ∈ D′(R)
generates the sesquilinear form Qq as in (3.30). Then the following conditions (i)–
(iii) are equivalent:

(i) q is form bounded with respect to T0, that is, for some C > 0,

|Qq(f, f)| ≤ C∥f∥2H1(R) = C
[
∥f ′∥2L2(R;dx) + ∥f∥2L2(R;dx)

]
, f ∈ C∞

0 (R), (3.34)

equivalently,

q ∈ M
(
H1(R), H−1(R)

)
. (3.35)

(ii) q is infinitesimally form bounded with respect to T0, that is, for all ε > 0,
there exists Cε > 0, such that,

|Qq(f, f)| ≤ ε∥f ′∥2L2(R;dx) + Cε∥f∥2L2(R;dx), f ∈ H1(R). (3.36)

(iii) q is of the form

q = q1 + q′2, where qj ∈ Lj
loc unif(R; dx), j = 1, 2. (3.37)

Equivalently (cf. (3.22), (3.27)),

q ∈ H−1
loc unif(R). (3.38)

Of course, if (3.34) (equivalently, (3.36)) holds, it extends to Q̃q and all
f ∈ H1(R).

Theorem 3.2 ([103, Sect. 11.4], [104], [106]). Assume that q ∈ D′(R). Then the
following conditions (i) and (ii) are equivalent:

(i) q is form compact with respect to T0, that is, the map

q : H1(R) → H−1(R) is compact. (3.39)

(ii) q is of the form

q = q1 + q′2, where qj ∈ Lj
loc unif(R; dx), j = 1, 2, (3.40)

and

lim
|a|→∞

(∫ a+1

a
dx |q1(x)|

)
= 0, lim

|a|→∞

(∫ a+1

a
dx |q2(x)|2

)
= 0. (3.41)
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We should emphasize that the references [7], [103, Sects. 2.5, 11.4], [106], [117]
in connection with Theorems 3.1 and 3.2, primarily focus on the multi-dimensional
situation. In particular, the methods employed in Maz’ya and Verbitsky [104],
[105], [106], [107], and Maz’ya and Shaposhnikova [103] rely on Bessel capacity
methods. A considerably simplified approach to this circle of ideas, based on the
existence of positive solutions of the underlying zero-energy Schrödinger operator
(more generally, an equation of the type −div(A∇u)+qu = 0 in arbitrary open sets
Ω ∈ Rn, with A satisfying an ellipticity condition) appeared in [81]. The special
one-dimensional case is explicitly treated in [7], [104], and [117].

Remark 3.3. If q ∈ D′(R) is real valued and one of the conditions (i)–(iii) in
Theorem 3.1 is satisfied, then the form sum

QT (f, g) = QT0(f, g) + q(fg), f, g ∈ dom(QT ) = H1(R), (3.42)

defines a closed, densely defined, symmetric sesquilinear form QT in L2(R; dx),
bounded from below. The self-adjoint operator T in L2(R; dx), bounded from
below, and uniquely associated to the form QT then can be described as follows,

Tf = τf, τf = −(f ′ − q2f)
′ − q2(f

′ − q2f) + (q1 − q22)f, (3.43)

f ∈ dom(T ) =
{
g ∈ L2(R; dx)

∣∣ g, (g′ − q2g) ∈ ACloc(R), τg ∈ L2(R; dx)
}
.

In particular, the differential expression τ formally corresponds to a Schrödinger
operator with distributional potential q ∈ H−1

loc unif(R),

τ = −(d2/dx2) + q(x), q = q1 + q′2, qj ∈ Lj
loc unif(R; dx), j = 1, 2. (3.44)

This is a consequence of the direct methods established in [7], [78]–[80], [83], [123],
[124], [136], and of the Weyl–Titchmarsh theory approach to Schrödinger operators
with distributional potentials developed in [49] (see also [48], [50], and the detailed
list of references therein). In particular, since τ is assumed to be bounded from
below, τ is in the limit point case at ±∞, rendering the maximally defined operator
T in (3.43) to be self-adjoint (see also [4] and [49]). We will provide further details
on dom(T ) in Remark 3.8.

Next, we turn to an elementary alternative approach to this circle of ideas in
the real-valued context, based on the concept of Miura transformations (cf. [24],
[39], [48], [57], [58], [66], [67], [83], [84], [132, Ch. 5], and the extensive literature
cited therein) {

L2
loc(R; dx) → H−1

loc (R)
φ %→ φ2 − φ′

(3.45)

with associated self-adjoint Schrödinger operator T1 ≥ 0 in L2(R; dx) given by

T1 = A∗A, (3.46)

with A the closed operator defined in in L2(R; dx) by
Af = αf, αf = f ′ + φf,

f ∈ dom(A) =
{
g ∈ L2(R; dx)

∣∣ g ∈ ACloc(R), αg ∈ L2(R; dx)
}
,

(3.47)
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implying,

A∗f = α+f, α+f = −f ′ + φf,

f ∈ dom(A∗) =
{
g ∈ L2(R; dx)

∣∣ g ∈ ACloc(R), α+g ∈ L2(R; dx)
}
.

(3.48)

Closedness of A and the fact that A∗ is given by (3.48) was proved in [83] (the
extension to φ ∈ L1

loc(R; dx), φ real-valued, was treated in [48]). In addition, it
was proved in [83] that

C∞
0 (R) is an operator core for A and A∗. (3.49)

Thus, T1 acts as,

T1f = τ1f, τ1f = α+αf = −(f ′ + φf)′ + φ(f ′ + φf),

f ∈ dom(T1) =
{
g ∈ L2(R; dx)

∣∣ g,αg ∈ ACloc(R), τ1g ∈ L2(R; dx)
}
.

(3.50)

In particular, τ1 is formally of the type,

τ1 = −(d2/dx2) + V1(x), V1 = φ2 − φ′, φ ∈ L2
loc(R; dx), (3.51)

displaying the Riccati equation connection between V1 and φ in connection with
Miura’s transformation (3.45).

Theorem 3.4 ([83]). Assume that q ∈ H−1
loc (R) is real valued. Then the following

conditions (i)–(iii) are equivalent:

(i) q = φ2 − φ′ for some real-valued φ ∈ L2
loc(R; dx).

(ii) (−d2/dx2) + q ≥ 0 in the sense of distributions, that is,

(f ′, f ′)L2(R;dx) + q(ff) = H−1(R)⟨(−f ′′ + qf), f⟩H1(R) ≥ 0

for all f ∈ C∞
0 (R).

(3.52)

(iii) [(−d2/dx2) + q]ψ = 0 has a positive solution 0 < ψ ∈ H1
loc(R).

We note that multi-dimensional extensions this circle of ideas are studied in
great depth in [81].

Theorem 3.5 ([83]). Assume that q ∈ Hs−1(R), s ≥ 0, is real valued. Then the
following conditions (i) and (ii) are equivalent:

(i) q = φ2 − φ′ for some real-valued φ ∈ Hs(R).
(ii) (−d2/dx2) + q ≥ 0 in the sense of distributions (cf. (3.52)) and q = q1 + q′2

for some qj ∈ Lj(R; dx), j = 1, 2.

The following appears to be a new result:

Theorem 3.6. Assume that q ∈ H−1
loc unif(R) is real valued. Then the following

conditions (i)–(iii) are equivalent:

(i) q = φ2 − φ′ for some real-valued φ ∈ L2
loc unif(R; dx).

(ii) (−d2/dx2) + q ≥ 0 in the sense of distributions (cf. (3.52)).
(iii) [(−d2/dx2) + q]ψ = 0 has a positive solution 0 < ψ ∈ H1

loc(R).
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Proof. We will show that (ii) =⇒ (iii) =⇒ (i) =⇒ (ii).
Given item (ii), that is, q ∈ H−1

loc unif(R) is real valued and (−d2/dx2)+ q ≥ 0,
one concludes the existence of 0 < ψ0 ∈ H1

loc(R) such that −ψ′′
0 + qψ0 = 0 by

Theorem 3.4 (iii). Thus, item (iii) follows.
Introducing

φ0 = −ψ′
0/ψ0, (3.53)

one infers that

φ0 ∈ L2
loc(R; dx) is real valued and q = φ20 − φ′0. (3.54)

Next, introducing A0 and A∗
0 as in (3.47) and (3.48), with α replaced by α0 =

(d/dx)+φ0 (and analogously for α+), we now introduce the sesquilinear form Q̇T1

and its closure, QT1 , by

Q̇T1(f, g) = (A0f,A0g)L2(R;dx), f, g ∈ dom
(
Q̇T1

)
= C∞

0 (R),
QT1(f, g) = (A0f,A0g)L2(R;dx), f, g ∈ dom(QT1) = dom(A0),

(3.55)

with 0 ≤ T1 = A∗
0A0 the uniquely associated self-adjoint operator.

Since by hypothesis q ∈ H−1
loc unif(R), (2.46) implies (cf. [78]) that q can be

written as
q = q1 + q′2 for some qj ∈ Lj

loc unif(R; dx), j = 1, 2, (3.56)

and hence, we also introduce the sesquilinear form
˙̂
Q and its closure, Q̂ (cf. [78]

for details),

˙̂
Q(f, g) = (f ′, g′)L2(R;dx) − (f ′, q2g)L2(R;dx) − (q2f, g

′)L2(R;dx) (3.57)

+
(
|q1|1/2f, sgn(q1)|q1|1/2g

)
L2(R;dx), f, g ∈ dom

( ˙̂
Q
)
= C∞

0 (R),

Q̂(f, g) = (f ′, g′)L2(R;dx) − (f ′, q2g)L2(R;dx) − (q2f, g
′)L2(R;dx) (3.58)

+
(
|q1|1/2f, sgn(q1)|q1|1/2g

)
L2(R;dx), f, g ∈ dom

(
Q̂
)
= H1(R).

Since

QT1(f, g) = Q̂(f, g) = (f ′, g′)L2(R;dx) + q(fg), f, g ∈ C∞
0 (R), (3.59)

and C∞
0 (R) is a form core for QT1 (cf. (3.49)) and Q̂, one concludes that QT1 = Q̂

and hence
dom(QT1) = dom(A0) = dom

(
Q̂
)
= H1(R). (3.60)

A comparison of (3.47) (with α replaced by α0) and (3.60) implies that φ0g ∈
L2(R; dx) for g ∈ dom(A0) = H1(R), and hence,

dom(φ0) ⊇ H1(R). (3.61)

An application of Theorem 2.1 (i), (ii) then finally yields

φ0 ∈ L2
loc unif(R; dx), (3.62)

which together with (3.54) implies item (i).
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Finally, given φ ∈ L2
loc unif(R; dx), φ real-valued, such that q = φ2 − φ′, one

computes, with α = (d/dx) + φ,

0 ≤ ∥αf∥2L2(R;dx) = ∥f ′∥2L2(R;dx) + q
(
|f |2

)
= H−1(R)⟨(−f ′′ + qf), f⟩H1(R),

f ∈ C∞
0 (R),

(3.63)

and hence item (i) implies item (ii). !

Thus, Theorem 3.6 further illustrates the results by Bak and Shkalikov [7]
and Maz’ya and Verbitsky [104], [105], [106] (specialized to the one-dimensional
situation) recorded in Theorem 3.1 in the particular case where q is real valued.

In connection with Theorem 3.6 (i), we also recall the following useful result:

Lemma 3.7 ([80]). Assume that q ∈ H−1
loc unif(R) is real valued and of the form

q = φ2 − φ′ for some real-valued φ ∈ L2
loc(R; dx). Then, actually,

φ ∈ L2
loc unif(R; dx). (3.64)

Remark 3.8. Combining (3.42)–(3.44), (3.50), (3.51), (3.55), and (3.61) (identify-
ing φ and φ0 as well as T and T1) then yields the following apparent improvement
over the domain characterizations (3.43), (3.50),

T1f = τ1f, τf = −(f ′ + φf)′ + φ(f ′ + φf),

f ∈ dom(T1) =
{
g ∈ L2(R; dx)

∣∣ g,αg ∈ ACloc(R),
g′,φg ∈ L2(R; dx), τ1g ∈ L2(R; dx)

}
,

(3.65)

with (3.51) staying in place. In fact, (3.50) and (3.65) are, of course, equivalent;
the former represents a minimal characterization of dom(T1).

Remark 3.9. Given q = φ2 − φ′, φ ∈ L2
loc unif(R; dx) as in Theorems 3.4–3.6,

the question of uniqueness of φ for prescribed q ∈ H−1
loc (R) arises naturally. This

has been settled in [83] and so we briefly summarize some pertinent facts. Since
φ = −ψ′/ψ for some 0 < ψ ∈ H1

loc(R), uniqueness of φ is equivalent to uniqueness
of ψ > 0 satisfying [(−d2/dx2) + q]ψ = 0. Thus, suppose 0 < ψ0 ∈ H1

loc(R) is
a solution of [(−d2/dx2) + q]ψ = 0. Then, the general, real-valued solution of
[(−d2/dx2) + q]ψ = 0 is of the type

ψ(x) = C1ψ0(x) + C2ψ0(x)

∫ x

0
dx′ ψ0(x

′)−2, x ∈ R, Cj ∈ R, j = 1, 2. (3.66)

Next, introducing

c± = ± lim
x→±∞

∫ x

0
dx′ ψ0(x

′)−2 ∈ (0,+∞], (3.67)

and defining c−1
± = 0 if c± = +∞, all positive solutions 0 < ψ on R of [(−d2/dx2)+

q]ψ = 0 are given by

ψ(x) = ψ0(x)

[
1 + c

∫ x

0
dx′ ψ0(x

′)−2

]
, c ∈

[
− c−1

+ , c−1
−

]
. (3.68)
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Consequently,

0 < ψ0 ∈ H1
loc(R) is the unique solution of [(−d2/dx2) + q]ψ = 0

if and only if ± lim
x→±∞

∫ x

0
dx′ ψ0(x

′)−2 = ∞.
(3.69)

On the other hand, if at least one of ± limx±∞
∫ x
0 dx′ ψ0(x′)−2 < ∞, [(−d2/dx2)+

q]ψ = 0 has a one (real) parameter family of positive solutions on R lying inH1
loc(R)

given by (3.68). Without going into further details, we note that Weyl–Titchmarsh
solutions ψ±(λ, ·) corresponding to T in (3.43) for energies λ < inf(σ(T )), are

actually constant multiples of Hartman’s principal solutions T ψ̂±(λ, ·) = λψ̂±(λ, ·),
that is, those that satisfy ±

∫ ±∞
dx′ [ψ̂±(λ, x′)

]−2
= ∞.

Theorem 3.10. Assume that q ∈ H−1
loc (R) is real valued and suppose in addition

that (−d2/dx2)+q ≥ 0 in the sense of distributions (cf. (3.52)). Then the following
conditions (i)–(iv) are equivalent:

(i) q is form compact with respect to T0, that is, the map

q : H1(R) → H−1(R) is compact. (3.70)

(ii) q is of the form q = φ2 − φ′, where φ ∈ L2
loc unif(R; dx) is real valued and

lim
|a|→∞

(∫ a+1

a
dxφ(x)2

)
= 0. (3.71)

(iii) The operator of multiplication by φ is T 1/2
0 -compact.

(iv) The operator of multiplication by φ is Pm

(
T 1/2
0

)
-compact, where Pm is a

polynomial of degree m ∈ N.

Proof. By Theorem 3.4, (−d2/dx2) + q ≥ 0 in the sense of distributions implies
that q is of the form q = φ2 − φ′ for some real-valued φ ∈ L2

loc(R). By Lemma
3.7, one actually concludes that φ ∈ L2

loc unif(R). The equivalence of items (i) and
(ii) then follows from Theorem 3.2 since upon identifying q1 = φ2, q2 = φ, the
two limiting relations in (3.41) are equivalent to (3.71). Equivalence of condition
(3.71) and item (iii) is guaranteed by Theorem 2.2. !

At this point it is worth recalling a few additional details of the supersym-
metric formalism started in (3.45)–(3.51), whose abstract roots can be found in
Appendix B: Assuming φ ∈ L2

loc unif(R; dx) to be real valued (we note, however,
that this supersymmetric formalism extends to the far more general situation
where φ ∈ L1

loc(R; dx) is real valued, in fact, it extends to the situation where φ is
matrix valued, see [48] for a detailed treatment of these matters), one has

A = (d/dx) + φ, A∗ = −(d/dx) + φ, dom(A) = dom(A∗) = H1(R), (3.72)

T1 = A∗A = −(d2/dx2) + V1, V1 = φ2 − φ′, (3.73)

T2 = AA∗ = −(d2/dx2) + V2, V2 = φ2 + φ′, (3.74)
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D =

(
0 A∗

A 0

)
in L2(R; dx) ⊕ L2(R; dx), (3.75)

D2 =

(
A∗A 0
0 AA∗

)
= T1 ⊕ T2 in L2(R; dx)⊕ L2(R; dx). (3.76)

As a consequence, one can show (cf. [48]) the Weyl–Titchmarsh solutions, ψ±, for
D,T1, T2 satisfy

ψD,1,±(ζ, x) = ψT1,±(z, x), z = ζ2, ζ ∈ C\R, (3.77)

ψT2,±(z, x) = c1(z)(AψT1,±)(z, x), (3.78)

with c1(z) a normalization constant. Similarly, after interchanging the role of T1

and T2,

ψD,2,±(ζ, x) = ψT2,±(z, x), z = ζ2, ζ ∈ C\R, (3.79)

ψT1,±(z, x) = c2(z)(A
∗ψT2,±)(z, x), (3.80)

again with c2(z) a normalization constant. Here,

ΨD,±(ζ, x) =

(
ψD,1,±(ζ, x)
ψD,2,±(ζ, x)

)
(3.81)

are the Weyl–Titchmarsh solutions for D =
(

0 A∗

A 0

)
.

The (generalized, or renormalized) Weyl–Titchmarsh m-functions for D, T1,
T2 satisfy:

mD,±(ζ, x0) =
1

ζ
m̂T1,±(z, x0) =

−ζ
m̂T2,±(z, x0)

, (3.82)

where x0 is a fixed reference point (typically, x0 = 0), and

m̂T1,±(z, x0) =
ψ[1,1]
T1,±(z, x0)

ψT1,±(z, x0)
=

(AψT1,±)(z, x0)

ψT1,±(z, x0)
, (3.83)

m̂T2,±(z, x0) =
ψ[1,2]
T2,±(z, x0)

ψT2,±(z, x0)
=

(−A∗ψT2,±)(z, x0)

ψT2,±(z, x0)
. (3.84)

Here, y[1,1] = Ay = [y′ + φy] is the quasi-derivative corresponding to T1 and
y[1,2] = −A∗y = [y′ − φy] is the quasi-derivative corresponding to T2.

Thus, spectral properties of D instantly translate into spectral properties of
Tj, j = 1, 2, and vice versa (the latter with the exception of the zero spectral
parameter). In particular, φ ∈ L2

loc unif(R; dx) ⊂ L2
loc(R; dx) in D is entirely “stan-

dard” (in fact, even φ ∈ L1
loc(R; dx) in D is entirely standard, see, e.g., [28] and the

extensive literature cited therein), while the potentials Vj = (−1)jφ′+φ2, j = 1, 2,
involve the distributional coefficient φ′ ∈ H−1

loc unif(R). (We also note that while in
this paper the Dirac operator D only involves the L2

loc(R; dx)-coefficient φ, Dirac-
type operators with distributional potentials have been studied in the literature,
see, for instance [3, App. J] and [27].) In particular, spectral results for the “stan-
dard” one-dimensional Dirac-type operatorD imply corresponding spectral results
for Schrödinger operators bounded from below, with (real-valued) distributional
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potentials. Some applications of this spectral correspondence between D and Tj ,
j = 1, 2, to inverse spectral theory, local Borg–Marchenko uniqueness results, etc.,
were treated in [48]. In Section 4 we will apply this spectral correspondence to
derive some Floquet theoretic results in connection with the Schrödinger opera-
tors Tj and hence for the distributional potentials [φ2 + (−1)jφ′] ∈ H−1

loc unif(R),
j = 1, 2.

Remark 3.11. For simplicity we restricted ourselves to the special case p = 1 in
Theorems 3.4–3.6 and Remarks 3.8 and 3.9. However, assuming

0 < p, p−1 ∈ L∞(R; dx), 0 < r, r−1 ∈ L∞(R; dx), (3.85)

the observations thus far in this section extend to the case where

τ1f = α+αf = −f ′′ +
[
φ2 − φ′

]
f

= −(f ′ + φf)′ + φ(f ′ + φf)
(3.86)

is replaced by

τ1f = β+βf = r−1
[
− (pf ′)′ +

[
pφ2 − (pφ)′

]
f
]

= r−1
[
− [p(f ′ + φf)]′ + φ[p(f ′ + φf)]

]
,

(3.87)

where

βf = (pr)−1/2[p(f ′ + φf)],

β+f = −(pr)−1
{
p
[[
(pr)1/2f

]′ − φ
[
(pr)1/2f

]]}
.

(3.88)

Remark 3.12. We only dwelled on

dom
(
|T |1/2

)
= H1(R) (3.89)

to derive a number of if and only if results. For practitioners in this field, the suf-
ficient conditions on q, r in terms of the Lj

loc unif(R; dx), j = 1, 2, and boundedness
conditions on 0 < p, p−1, yielding form boundedness (i.e., self-adjointness) results,
relative compactness, and trace class results, all work as long as one ensures

dom
(
|T |1/2

)
⊆ H1(R). (3.90)

This permits larger classes of coefficients p, q, r for which one can prove these types
of self-adjointness and spectral results.

Before returning to our principal object, the Birman–Schwinger-type operator
T−1/2rT−1/2, but now in the context of distributional coefficients q and r, we
briefly examine the well-known example of point interactions:

Example 3.13 (Delta distributions).

q1(x) = 0, q2(x) =

{
1, x > x0,

0, x < x0,
then q = q′2 = δx0 , x0 ∈ R. (3.91)
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Introducing the operator

Aα,x0 =
d

dx
− α

2

{
1, x > x0,

−1, x < x0,
that is, φ(x) =

α

2
sgn(x − x0), α, x0 ∈ R,

dom(Aα,x0) = H1(R), (3.92)

in L2(R; dx), one infers that

A∗
α,x0

Aα,x0 = −∆α,x0 + (α2/4)I. (3.93)

Here −∆α,x0 = −d2/dx2+α δx0 in L2(R; dx) represents the self-adjoint realization
of the one-dimensional point interaction (cf. [3, Ch. I.3]), that is, the Schrödinger
operator with a delta function potential of strength (coupling constant ) α centered
at x0 ∈ R.

This extends to sums of delta distributions supported on a discrete set
(Kronig–Penney model, etc.).

Next we apply this distributional approach to the Birman–Schwinger-type
operator T−1/2rT−1/2. We outline the basic ideas in the following three steps:

Step 1. Assume p, p−1 ∈ L∞(R; dx), p > 0 a.e. on R.
Step 2. Suppose q = q1 + q′2, where qj ∈ Lj

loc unif(R; dx), j = 1, 2, are real val-
ued. This uniquely defines a self-adjoint operator T in L2(R; dx), bounded from
below, T ≥ cI for some c ∈ R, as the form sum T = −(d/dx)p(d/dx) + q of
−(d/dx)p(d/dx) and the distribution q = q1 + q′2 ∈ D′(R). Then

dom
(
|T |1/2

)
= H1(R). (3.94)

If in addition, lim|a|→∞

( ∫ a+1
a dx |q1(x) − c1|

)
= 0 for some constant c1 ∈

R, and lim|a|→∞

( ∫ a+1
a dx |q2(x)|2

)
= 0, one again obtains results on essential

spectra.

Step 3. Suppose without loss of generality, that T ≥ cI, c > 0, and introduce
r = r1 + r′2, rj ∈ Lj

loc unif(R; dx) real-valued, j = 1, 2. This uniquely defines a
bounded self-adjoint operator T−1/2rT−1/2 in L2(R; dx) as described next: First
write

T−1/2rT−1/2 (3.95)

=
[
(T0 + I)1/2T−1/2

]∗[
(T0 + I)−1/2r(T0 + I)−1/2

][
(T0 + I)1/2T−1/2

]
.

Next, one interprets (T0 + I)−1/2r(T0 + I)−1/2 as follows: Employing T0 and its
extension, T̃0, to the entire Sobolev scale Hs(R) in (3.9)–(3.15), in particular, we

will employ the mapping properties,
(
T̃0 + I

)−1/2
: Hs(R) → Hs+1(R), s ∈ R.

Thus, using
[
(T0 + I)1/2T−1/2

]
,
[
(T0 + I)1/2T−1/2

]∗ ∈ B
(
L2(R; dx)

)
, (3.96)



162 F. Gesztesy and R. Weikard

and
[ (

T̃0 + I
)−1/2

︸ ︷︷ ︸
∈B(H−1(R),L2(R;dx))

r︸︷︷︸
∈B(H1(R),H−1(R))

(
T̃0 + I

)−1/2

︸ ︷︷ ︸
∈B(L2(R;dx),H1(R))

]
∈ B

(
L2(R; dx)

)
,

(3.97)
finally yields

T−1/2rT−1/2 =
[
(T0 + I)1/2T−1/2

]∗[(
T̃0 + I

)−1/2
r
(
T̃0 + I

)−1/2
]

×
[
(T0 + I)1/2T−1/2

]
∈ B

(
L2(R; dx)

)
. (3.98)

Hence, our reformulated left-definite generalized eigenvalue problem becomes
again a standard self-adjoint spectral problem in L2(R; dx),

T−1/2rT−1/2 χ =
1

z
χ, z ∈ C\{0}, (3.99)

associated with the bounded, self-adjoint operator T−1/2rT−1/2 in L2(R; dx), yet
this time we permit distributional coefficients satisfying

p, p−1 ∈ L∞(R; dx), p > 0 a.e. on R, (3.100)

q = q1 + q′2, qj ∈ Lj
loc unif(R; dx) real-valued, j = 1, 2, (3.101)

r = r1 + r′2, rj ∈ Lj
loc unif(R; dx) real-valued, j = 1, 2, (3.102)

with T defined as the self-adjoint, lower-semibounded operator uniquely associated
with the lower-bounded, closed sesquilinear form QT in L2(R; dx) given by (cf.
(3.30))

QT (f, g) =
(
p1/2f ′, p1/2g′

)
L2(R;dx) + q(fg) (3.103)

=
(
p1/2f ′, p1/2g′

)
L2(R;dx) − (f ′, q2g)L2(R;dx) − (q2f, g

′)L2(R;dx)

+
(
|q1|1/2f, sgn(q1)|q1|1/2g

)
L2(R;dx), (3.104)

=
(
p−1/2(pf ′ − q2f), p

−1/2(pg′ − q2g)
)
L2(R;dx) (3.105)

+
(
|q1|1/2f, sgn(q1)|q1|1/2g

)
L2(R;dx) −

(
p−1/2q2f, p

−1/2q2g
)
L2(R;dx),

f, g ∈ dom(QT ) = H1(R).

In particular, T corresponds to the differential expression τ = −(d/dx)p(d/dx) +
q(x), x ∈ R, and hence is explicitly given by

Tf = τf, τf = −(pf ′ − q2f)
′ − p−1q2(pf

′ − q2f) +
(
q1 − p−1q22

)
f,

f ∈ dom(T ) =
{
g ∈ L2(R; dx)

∣∣ g, (pg′ − q2g) ∈ ACloc(R), τg ∈ L2(R; dx)
}
.

=
{
g ∈ L2(R; dx)

∣∣ g, (pg′ − q2g) ∈ ACloc(R), τg ∈ L2(R; dx)
(pg′ − q2g) ∈ L2(R; dx)

}
. (3.106)

Without loss of generality we assume T ≥ cI for some c > 0.
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4. The case of periodic coefficients

In this section we apply some of the results collected in Sections 2 and 3 to the
special, yet important, case where all coefficients are periodic with a fixed period.
For simplicity, we will choose p = 1 throughout, but we emphasize that includ-
ing the nonconstant, periodic coefficient p can be done in a standard manner as
discussed in Remark 3.11. It is not our aim to present a thorough treatment of
Floquet theory, rather, we intend to illustrate some of the scope underlying the
approach developed in this paper.

One recalls that q ∈ H−1
loc (R) is called periodic with period ω > 0 if

H−1(R)⟨q, f(·− ω)⟩H1(R)q = H−1(R)⟨q, f⟩H1(R), f ∈ H1(R). (4.1)

By (3.29), if q ∈ H−1
loc (R) is periodic, it can be written as q = q1 + q′2, where q1

is a constant and q2 ∈ L2
loc unif(R; dx) is periodic with period ω. The analogous

statement applies, of course, to the coefficient r in the differential equation (1.7),
assuming (3.102) to hold. Introducing the abbreviations Q = q−zr, Q1 = q1−zr1,
andQ2 = q2−zr2 and the quasi-derivative y[1] = y′−Q2y we may now write (1.7) as

τy = −(y[1])′ −Q2y
[1] + (Q1 −Q2

2)y = 0, (4.2)

or, equivalently, as the first-order system

(
y
y[1]

)′

=

(
Q2 1

Q1 −Q2
2 −Q2

)(
y
y[1]

)
. (4.3)

Existence and uniqueness for the corresponding initial value problem as well as
the constancy of the modified Wronskian,

W (f, g)(x) = f(x)g[1](x)− f [1](x)g(x), (4.4)

were established in [49]. As a consequence, the monodromy map

M(z) : y %→ y(·+ ω) (4.5)

maps the two-dimensional space of solutions of equation (4.2) onto itself and has
determinant 1 (as usual this is seen most easily by introducing a standard basis

u1, u2 defined by the initial values u1(c) = u[1]
2 (c) = 1 and u[1]

1 (c) = u2(c) = 0).

The trace of M(z), given by u1(c+ω) + u[1]
2 (c+ω), is real which implies that the

eigenvalues ρ(z) and 1/ρ(z) of M(z) (the Floquet multipliers) are either both real,
or else, are complex conjugates of each other, in which case they both lie on the
unit circle. The proof of Theorem 2.7 in [49] may also be adapted to show that,

for each fixed point x, the functions u1(x), u2(x), u
[1]
1 (x), and u[1]

2 (x) are entire
functions of growth order 1/2 with respect to z. In particular, trC2(M(·)) is an
entire function of growth order 1/2.

We start by focusing on the operator T as discussed in (3.42)–(3.44).
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Throughout this section we make the following assumptions:

Hypothesis 4.1. Assume that q ∈ H−1
loc (R) is real valued and periodic with period

ω > 0 (and hence, actually, q ∈ H−1
loc unif(R)). Define T in L2(R; dx) according to

(3.42)–(3.44) and suppose that T ≥ 0.

Lemma 4.2. Assume Hypothesis 4.1. Then there exists φ0 ∈ L2
loc unif(R; dx), real-

valued and periodic of period ω > 0, such that q = φ20 − φ′0.

Proof. It suffices to note that (as in the standard case where q ∈ L1
loc(R) is real

valued and periodic with period ω > 0) the Weyl–Titchmarsh solutions ψT,±(z, · )
satisfy

ψT,±(z, x) > 0, z < 0, x ∈ R, (4.6)

which extends by continuity to z = 0, that is,

ψT,±(0, x) > 0, x ∈ R, (4.7)

although, ψT,±(0, ·) may no longer lie in L2 near ±∞ and hence cease to be
a Weyl–Titchmarsh solution. (By oscillation theory, cf. [49], a zero of ψT,±(0, ·)
would contradict T ≥ 0.) Using the Floquet property of ψT,±(z, · ), φ± defined by

φ±(x) = ψ′
T,±(0, x)/ψT,±(0, x), x ∈ R, (4.8)

satisfies
φ± ∈ L2

loc(R), φ±(·) is periodic with period ω > 0, (4.9)

in particular,
φ± ∈ L2

loc unif(R) and q = φ2± − φ′±. (4.10)

(If inf(σ(T )) = 0, one has ψT,+(0, x) = ψT,−(0, x) and hence φ+ = φ−.) !
Given Hypothesis 4.1, Lemma 4.2 guarantees the existence of a real-valued,

ω-periodic φ ∈ L2
loc unif(R; dx) such that q = φ2−φ′ and hence we can identify the

operator T in L2(R; dx) with T1 = A∗A in (3.46) (resp., (3.72)), where A and A∗

defined as in (3.47) and (3.48) (resp., (3.72)). In addition, we define the periodic
Dirac-type operator D in L2(R; dx) ⊕ L2(R; dx) by (3.75).

Since φ ∈ L2([0,ω]; dx), for any ε > 0 and all g ∈ H1((0,ω)), one has

∥φg∥2L2([0,ω];dx) ≤ ε∥g′∥2L2([0,ω];dx)

+ ∥φ∥2L2([0,ω];dx)

[
ω−1 + ∥φ∥2L2([0,ω];dx)ε

−1
]
∥g∥2L2([0,ω];dx)

(4.11)

(cf. [125, p. 19–20, 37]). Utilizing (4.11), one can introduce the reduced Dirac-type
operator Dθ in L2([0,ω]; dx), θ ∈ [0, 2π], by

Dθ =

(
0 A∗

θ
Aθ 0

)
in L2([0,ω]; dx)⊕ L2([0,ω]; dx), (4.12)

where

Aθ = (d/dx) + φ, dom(Aθ) =
{
g ∈ H1((0,ω))

∣∣ g(ω) = eiθg(0)
}
, (4.13)

A∗
θ = −(d/dx) + φ, dom(A∗

θ) =
{
g ∈ H1((0,ω))

∣∣ g(ω) = eiθg(0)
}
, (4.14)

and Aθ (and hence A∗
θ) is closed in L2([0,ω]; dx), implying self-adjointness of Dθ.
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Employing the identity (3.76), D2 = T1 ⊕ T2, and analogously for D2
θ ,

D2
θ =

(
A∗

θAθ 0
0 AθA

∗
θ

)
= T1,θ ⊕ T2,θ in L2([0,ω]; dx)⊕ L2([0,ω]; dx), (4.15)

T1,θ = A∗
θAθ, T2,θ = AθA

∗
θ in L2([0,ω]; dx), (4.16)

and applying the standard direct integral formalism combined with Floquet theory
to D, Dθ (cf., [22, App. to Ch. 10], [46], [121, Sect. XIII.16]), where

L2(R; dx) ≃ 1

2π

∫ ⊕

[0,2π]
dθ L2([0,ω]; dx), (4.17)

then yields the following result (with ≃ abbreviating unitary equivalence):

Theorem 4.3. Assume Hypothesis 4.1. Then the periodic Dirac operator D (cf.
(3.75)) satisfies

D ≃ 1

2π

∫ ⊕

[0,2π]
dθDθ, (4.18)

with respect to the direct integral decomposition (4.17), and σp(D) = σsc(D) = ∅.
Moreover, σ(D) is purely absolutely continuous of uniform spectral multiplicity
equal to two, and σ(D) consists of a union of compact intervals accumulating at
+∞ and −∞.

In addition, the spectra of Tj (cf. (3.73), (3.74)) satisfy σp(Tj) = σsc(Tj) = ∅,
in fact, σ(Tj) is purely absolutely continuous of uniform spectral multiplicity equal
to two, and σ(Tj) consists of a union of compact intervals accumulating at +∞,
j = 1, 2.

We note in passing that the spectral properties of Tj, j = 1, 2, alternatively,
also follow from them-function relations (3.83), (3.84). In fact, applying the results
in [48], one can extend Theorem 4.3 to the case where φ ∈ L1

loc(R; dx) is real valued
and periodic of period ω > 0, but we will not pursue this any further in this paper.

The supersymmetric approach linking (periodic, quasi-periodic, finite-gap,
etc.) Schrödinger and Dirac-type operators has been applied repeatedly in the lit-
erature, see, for instance, [40], [57], [58], [66], [67], [94], and the extensive literature
cited therein. In addition, we note that spectral theory (gap and eigenvalue asymp-
totics, etc.) for Schrödinger operators with periodic distributional potentials has
been thoroughly investigated in [41], [42], [43], [44], [78], [79], [82], [89], [95], [97],
[113], [114].

We now investigate the eigenvalues associated with the differential equation
(1.7) and quasi-periodic boundary conditions utilizing the operator
T−1/2rT−1/2 in L2([0,ω]; dx) when r is a measure. More precisely, let R : [0,ω] →
R be a left-continuous real-valued function of bounded variation and µR the asso-
ciated signed measure. We associate with R the following map

r : H1((0,ω)) → H−1((0,ω)) (4.19)
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via the Lebesgue–Stieltjes integral,

H−1(R)⟨rf, g⟩H1(R) =
∫ ω

0
dµR(x) f(x)g(x), f, g ∈ H1((0,ω)). (4.20)

One notes that the map r defined in terms of (4.19), (4.20) is bounded.
We also write R = R+ − R− where R± are both left-continuous and nonde-

creasing and thus give rise to positive finite measures on [0,ω].
Thus,

K ∈ B
(
L2([0,ω]; dx), H1((0,ω))

)
implies K∗rK ∈ B

(
L2([0,ω]; dx)

)
. (4.21)

Similarly,

K ∈ B∞
(
L2([0,ω]; dx), H1((0,ω))

)
implies K∗rK ∈ B∞

(
L2([0,ω]; dx)

)
. (4.22)

Lemma 4.4. Suppose K ∈ B∞(
(
L2([0,ω]; dx), H1((0,ω))

)
is compact and that

C∞
0 ((0,ω)) ⊂ ran(K). In addition, assume that R is a real-valued function of

bounded variation on [0,ω] and define r as in (4.19), (4.20). Then K∗rK has in-
finitely many positive (resp., negative) eigenvalues unless R+ (resp., R−) is a pure
jump function with only finitely many jumps (if any).

Proof. Without loss of generality we may assume that ω = 1 and we may also
restrict attention to R+ only. Accordingly, suppose that the measure associated
with R+ has a continuous part or that R+ has infinitely many jumps, but, that
by way of contradiction, K∗rK has only finitely many (say, N ≥ 0) positive
eigenvalues. We will show below that there is a positive number ℓ and N + 1 sets
Ω1, . . . ,ΩN+1, which have a distance of at least ℓ from each other and from the
endpoints of [0, 1], for which

∫
Ωj

dµR > 0.

For any ε, with 0 < ε < ℓ/2, let Jε be the Friedrichs mollifier as introduced,
for instance, in [1, Sect. 2.28]. Applying [1, Theorem 2.29], the functions

gj,ε = Jε ∗ χΩj , j = 1, . . . , N + 1, (4.23)

satisfy the following properties:

(i) gj,ε ∈ C∞
0 ((0, 1)) ⊂ ran(K),

(ii) gj,ε are zero at points which are further than ε away from Ωj ,
(iii) limε↓0 ∥gj,ε − χΩj∥L2([0,1];dx) = 0,
(iv) |gj,ε(x)| ≤ 1.

Property (i) implies that there are functions fj,ε ∈ L2([0, 1]; dx) such that gj,ε =
Kfj,ε since C∞

0 ((0, 1)) ⊂ ran(K). By property (iii), gj,ε → χΩj pointwise a.e. on
(0, 1) as ε ↓ 0, and hence the dominated convergence theorem implies that

H−1(R)⟨rKfj,ε,Kfj,ε⟩H1(R) =
∫

[0,1]
dµR(x) |gj,ε(x)|2 −→

ε↓0

∫

Ωj

dµR(x) > 0. (4.24)

Hence we may fix ε > 0 in such a way that
∫

[0,1]
dµR(x) |(Kfj,ε)(x)|2 > 0, j = 1, . . . , N + 1. (4.25)
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Next, by property (ii) mentioned above, the supports of the gj,ε are pairwise dis-
joint, implying

∣∣∣∣
N+1∑

j=1

cjgj,ε

∣∣∣∣
2

=
N+1∑

j+1

|cj |2|gj,ε|2 (4.26)

for any choice of cj ∈ C, j = 1, . . . , N + 1.

Assume now that f =
∑N+1

j=1 cjfj,ε, where at least one of the coefficients
cj ̸= 0. Then equations (4.25) and (4.26) imply

(f,K∗rKf)L2([0,1];dx) =

∫

[0,1]
dµR(x) |(Kf)(x)|2

=
N+1∑

j=1

|cj |2
∫

[0,1]
dµR(x) |(Kfj,ε)(x)|2 > 0.

(4.27)

We will now prove that for some choices of the coefficients cj , the expression
(f,K∗rKf)L2([0,1];dx) cannot be positive so that one arrives at a contradiction to
(4.27), proving that there must be infinitely many positive eigenvalues. To do so,
we denote the nonzero eigenvalues and eigenfunctions of the compact, self-adjoint
operator K∗rK by λk and ϕk, respectively. More specifically, assume that the
positive eigenvalues have labels k = 1, . . . , N , while the labels of the non-positive
eigenvalues are chosen from the non-positive integers. The spectral theorem, ap-
plied to K∗rK, yields

0 < (f,K∗rKf)L2([0,1];dx) =
N∑

k=−∞
λk|(ϕk, f)L2([0,1];dx)|2

≤
N∑

k=1

λk|(ϕk, f)L2([0,1];dx)|2
(4.28)

for any f ∈ L2([0, 1]; dx). If N = 0, this is the desired contradiction. If N ≥
1, the inequality (4.28) shows that no non-zero element of L2([0, 1]; dx) can be
orthogonal to all the eigenfunctions associated with positive eigenvalues. However,
the underdetermined system

N+1∑

j=1

cj(ϕk, fj,ε)L2([0,1];dx) = (ϕk, f)L2([0,1];dx) = 0, k = 1, . . . , N, (4.29)

has nontrivial solutions (c1, . . . , cN ) proving that f =
∑N+1

j=1 cjfj,ε is orthogonal to
all the eigenfunctions associated with positive eigenvalues so that we again arrive
at a contradiction.

It remains to establish the existence of the sets Ωj with the required proper-
ties. Recall that, by Lebesgue’s decomposition theorem, R = R1+R2 +R3, where
R1 is absolutely continuous, R2 is continuous but R′

2 = 0 a.e. on [0, 1], and R3 is
a jump function and that these generate an absolutely continuous measure µ1, a
singular continuous measure µ2, and a discrete measure µ3 (i.e., one supported on
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a countable subset of R), respectively. By Jordan’s decomposition theorem, each
of these measures may be split into its positive and negative part µj,±, j = 1, 2, 3.
We will denote the respective supports of these measures by Aj,±, j = 1, 2, 3. Note
that Aj,+ ∩ Aj,− is empty for each j by Hahn’s decomposition theorem. We also
define Rj,±(x) = µj,±([0, x]).

First, we assume that the support A1,+ of µ1,+ has positive Lebesgue mea-
sure. Since the supports of µ2 and µ3 have zero Lebesgue measure, they are subsets
of a union of open intervals whose total length is arbitrarily small. Thus, we may
find a set Ω ⊂ A1,+ of positive Lebesgue measure which avoids a neighborhood of
the supports of µ2 and µ3 so that

∫
Ω dµR > 0. Now define M = ⌈(2N +3)/m(Ω)⌉,

with m(·) abbreviating Lebesgue measure and ⌈x⌉ the smallest integer not smaller
than x. Dividing the interval [0, 1] uniformly into M subintervals, each will have
length not exceeding ℓ = m(Ω)/(2N + 3). Consequently, at least 2N + 3 of these
intervals will intersect Ω in a set of positive Lebesgue measure and hence of pos-
itive µR-measure. N + 1 of the latter ones will have a distance of at least ℓ from
each other and from the endpoints of [0, 1]. These intersections will be the sought
after sets Ω1, . . . ,ΩN+1.

Next assume µ1,+ = 0 but µ2,+([0, 1]) = a2 > 0. Since A3,− is countable
we have µ2,+(A3,−) = 0. Also, of course, µ2,+(A2,−) = 0. By the regularity of
µ2,+ there is, for every positive ε, an open set W covering A2,− ∪ A3,− such that
µ2,+(W ) < ε. Set Ω = (0, 1)\W and ε = a2/2. Since W −W is countable we have
µ2,+(Ω) = µ2,+((0, 1)\W ) > a2/2. Since R2,+ is uniformly continuous there is a
δ > 0 so that R2,+(y)−R2,+(x) < a2/(2(2N +3)) as long as 0 < y− x < δ. Thus,
splitting Ω in intervals of length at most δ, we have that at least 2N + 3 of these
intervals have positive µ2,+-measure and N + 1 of these have a positive distance
from each other and from the endpoints of [0, 1]. We denote these intervals by Ω′

1,
. . . , Ω′

N+1. We now have µ2,+(Ω′
k) > 0 but µ2,−(Ω′

k) = µ3,−(Ω′
k) = 0. However,

it may still be the case that µ1,−(Ω′
k) > µ2,+(Ω′

k). Regularity of µ1,− allows us to
find a set Ωk such that A2,+ ∩ Ω′

k ⊂ Ωk ⊂ Ω′
k and µ1,−(Ωk) are arbitrarily small.

This way we may guarantee that µ(Ωk) > 0 for k = 1, . . . , N + 1.

Finally, assume that R+ is a pure jump function, but with infinitely many
jumps. Then we may choose pairwise disjoint intervals Ωk about N + 1 of the
jump discontinuities of R+ and we may choose them so small that their µj,−(Ωk)
is smaller than the jump so that again µ(Ωk) > 0 for k = 1, . . . , N + 1. !

We emphasize that Lemma 4.4 applies, in particular, to the special case,
where dµR(x) = r(x)dx is purely absolutely continuous on R:

Corollary 4.5. Suppose K ∈ B∞
(
L2([0,ω]; dx)

)
is self-adjoint with ran(K) ⊇

H1((0,ω)). Assume in addition that r ∈ L1([0,ω]; dx) is real valued such that
|r|1/2K ∈ B∞

(
L2([0,ω]; dx)

)
. Then KrK := [|r|1/2K]∗ sgn(r)|r|1/2K has infin-

itely many positive (resp., negative) eigenvalues unless r+ = 0 (resp., r− = 0) a.e.
on (0,ω).
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Identifying Tθ in L2([0,ω]; dx) with T1,θ = A∗
θAθ (in analogy to the identifi-

cation of T in L2(R; dx) with T1 = A∗A), recalling the construction of T̃ , T̃θ ac-
cording to (C.26), (C.40), an application of Lemma 4.4, employing (C.44)–(C.49),
then yields the following result:

Theorem 4.6. Assume Hypothesis 4.1, suppose that µR is a signed measure, and
let r be defined as in (4.19), (4.20). In addition, assume that r is periodic of period
ω > 0.

(i) Suppose that Tθ ≥ cθIL2([0,ω];dx) for some cθ > 0. Then
(
T̃θ

)−1/2
r
(
T̃θ

)−1/2

has infinitely many positive (resp., negative) eigenvalues unless R+ (resp.,
R−) is a pure jump function with only finitely many jumps (if any ).

(ii) Suppose that T ≥ cIL2(R;dx) for some c > 0. Then σ
((

T̃
)−1/2

r
(
T̃
)−1/2

)

consists of a union of compact intervals accumulating at 0 unless R = 0 a.e.
on (0,ω). In addition,

−ψ′′ + qψ = zrψ (4.30)

has a conditional stability set (consisting of energies z with at least one
bounded solution on R) composed of a sequence of intervals on (0,∞) tending
to +∞ and/or −∞, unless R+ and/or R− is a pure jump function with only
finitely many jumps (if any ). Finally,

σp
((

T̃
)−1/2

r
(
T̃
)−1/2

)
= ∅. (4.31)

Proof. Lemma 4.4, identifying K and
(
T̃θ

)−1/2
(cf. (C.48) and our notational

convention (C.49)) proves item (i).
As usual (see Eastham [46, Sect. 2.1] or Brown, Eastham, and Schmidt [25,

Sect. 1.4]), the conditional stability set S of equation (4.30) is given by

S = {λ ∈ R | | trC2(M(λ))| ≤ 2} (4.32)

since, if λ ∈ S and only then, the monodromy operator M(λ) has at least one
eigenvector associated with an eigenvalue of modulus 1. Since trC2(M(·)) is an
analytic, hence, continuous function, the set S0 = {λ ∈ R | | trC2(M(λ))| < 2} is
an open set and thus a union of open intervals. Moreover, {λ ∈ R | trC2(M(λ)) = 2}
(i.e., the set of periodic eigenvalues) and {λ ∈ R | trC2(M(λ)) = −2} (i.e., the set
of anti-periodic eigenvalues) are discrete sets without finite accumulation points. It
follows that S is obtained as the union of the closures of each of the open intervals
constituting S0, equivalently, S is a union of closed intervals. One notes that the
closure of several disjoint components of S0 may form one closed interval in S.

Applying Lemma 4.4 to the case K =
(
T̃θ

)−1/2
one obtains a countable

number of eigenvalues ζn(θ), n ∈ Z\{0} which we may label so that n ζn(θ) > 0.
These eigenvalues accumulate at zero (from either side). It is clear that equation
(4.30) posed on the interval [0,ω] has a nontrivial solution satisfying the boundary
conditions ψ(ω) = eiθψ(0) and ψ[1](ω) = eiθψ[1](0) precisely when z = 1/ζn(θ) for
some n ∈ Z\{0}. In particular, the endpoints of the conditional stability intervals,
which correspond to the values θ = 0 and θ = π, tend to both, +∞ and −∞.
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Finally, eigenfunctions u ∈ L2(R; dx) of
(
T̃
)−1/2

r
(
T̃
)−1/2

are related to solu-

tions y ∈ H1(R) of (1.7) (with p = 1) via y =
(
T̃
)−1/2

u. Since the basics of Floquet
theory apply to (1.7) (cf. our comments at the beginning of this section and earlier
in the current proof), the existence of Floquet multipliers ρ(z) and 1/ρ(z) prevents
(1.7) from having an L2(R; dx) (let alone, H1(R)) solution. Hence, the existence of
an eigenfunction u ∈ L2(R; dx) of

(
T̃
)−1/2

r
(
T̃
)−1/2

would imply the contradiction
y ∈ H1(R), implying (4.31). !

Theorem 4.6 considerably extends prior results by Constantin [30] (see also
[31], [32]) on eigenvalue asymptotics for left-definite periodic Sturm–Liouville prob-
lems since no smoothness is assumed on q and r, in addition, q is permitted to
be a distribution and r is extended from merely being a function to a measure.
Moreover, it also extends results of Daho and Langer [37], Marletta and Zettl [102],
and Philipp [119]: While these authors consider the nonsmooth setting, our result
appears to be the first that permits periodic distributions, respectively, measures
as coefficients.

Remark 4.7. In the special case where the measure dµR(x) = r(x)dx is purely
absolutely continuous on R, the fact that

T−1/2rT−1/2 ≃ 1

2π

∫ ⊕

[0,2π]
T−1/2
θ rT−1/2

θ (4.33)

with respect to the decomposition (4.17), together with continuity of the eigenval-

ues of T−1/2
θ rT−1/2

θ with respect to θ, proves that σ(T−1/2rT−1/2) consists of a

union of compact intervals accumulating at 0 unless r = 0 a.e. on (0,ω).
Moreover, employing the methods in [65, Sect. 2], Theorem 4.6 (i) immedi-

ately extends to any choice of self-adjoint separated boundary conditions replacing
the θ boundary conditions

g(ω) = eiθg(0), g′(ω) = eiθg′(0), θ ∈ [0, 2π], (4.34)

in A∗
θAθ by separated ones of the type

sin(α)g′(0) + cos(α)g(0) = 0,

sin(β)g′(ω) + cos(β)g(ω) = 0, α,β ∈ [0,π].
(4.35)

We emphasize that the following Appendices A, B, and C do not contain new
results. We offer them for the convenience of the reader with the goal of providing
a fairly self-contained account, enhancing the readability of this manuscript.

Appendix A. Relative boundedness and compactness
of operators and forms

In this appendix we briefly recall the notion of relatively bounded (resp., compact)
and relatively form bounded (resp., form compact) perturbations of a self-adjoint
operator A in some complex separable Hilbert space H:
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Definition A.1.

(i) Suppose that A is a self-adjoint operator in H. A closed operator B in H
is called relatively bounded (resp., relatively compact ) with respect to A (in
short, B is called A-bounded (resp., A-compact )), if

dom(B) ⊇ dom(A) and

B(A− zIH)−1 ∈ B(H) (resp., ∈ B∞(H)), z ∈ ρ(A).
(A.1)

(ii) Assume that A is self-adjoint and bounded from below (i.e., A " cIH for
some c ∈ R). Then a densely defined and closed operator B in H is called
relatively form bounded (resp., relatively form compact ) with respect to A (in
short, B is called A-form bounded (resp., A-form compact )), if

dom
(
|B|1/2

)
⊇ dom

(
|A|1/2

)
and

|B|1/2((A+ (1− c)IH))−1/2 ∈ B(H) (resp., ∈ B∞(H)).
(A.2)

Remark A.2. (i) Using the polar decomposition of B (i.e., B = UB|B|, with UB a
partial isometry), one observes that B is A-bounded (resp., A-compact) if and only
if |B| is A-bounded (resp., A-compact). Similarly, by (A.2), B is A-form bounded
(resp., A-form compact), if and only if |B| is.
(ii) SinceB is assumed to be closed (in fact, closability of B suffices) in Definition
A.1 (i), the first condition dom(B) ⊇ dom(A) in (A.1) already implies B(A −
zIH)−1 ∈ B(H), z ∈ ρ(A), and hence the A-boundedness of B (cf. again [90,
Remark IV.1.5], [135, Theorem 5.9]). By the same token, since A1/2 and |B|1/2 are
closed, the requirement dom

(
|B|1/2

)
⊇ dom

(
A1/2

)
in Definition A.1 (ii), already

implies that |B|1/2((A + (1 − c)IH))−1/2 ∈ B(H) (cf. [90, Remark IV.1.5], [135,
Theorem 5.9]), and hence the first condition in (A.2) suffices in the relatively form
bounded context.

(iii) In the special case whereB is self-adjoint, condition (A.2) implies the existence
of α ≥ 0 and β ≥ 0, such that

∣∣(|B|1/2f, sgn(B)|B|1/2f
)
H

∣∣ ≤
∥∥|B|1/2f

∥∥2
H ≤ α

∥∥|A|1/2f
∥∥2
H + β∥f∥2H,

f ∈ dom
(
|A|1/2

)
.

(A.3)

(iv) In connection with relative boundedness, (A.1) can be replaced by the condi-
tion

dom(B) ⊇ dom(A), and there exist numbers a " 0, b " 0 such that

∥Bf∥H # a∥Af∥H + b∥f∥H for all f ∈ dom(A),
(A.4)

or equivalently, by

dom(B) ⊇ dom(A), and there exist numbers ã " 0, b̃ " 0 such that

∥Bf∥2H # ã2∥Af∥2H + b̃2∥f∥2H for all f ∈ dom(A).
(A.5)
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(v) If A is self-adjoint and bounded from below, the number α defined by

α = lim
µ↑∞

∥∥B(A+ µIH)−1
∥∥
B(H)

= lim
µ↑∞

∥∥|B|(A+ µIH)−1
∥∥
B(H)

(A.6)

equals the greatest lower bound (i.e., the infimum) of the possible values for a in
(A.4) (resp., for ã in (A.5)). This number α is called the A-bound of B. Similarly,
we call

β = lim
µ↑∞

∥∥|B|1/2
(
|A|1/2 + µIH

)−1∥∥
B(H)

(A.7)

the A-form bound of B (resp., |B|). If α = 0 in (A.6) (resp., β = 0 in (A.7)) then B
is called infinitesimally bounded (resp., infinitesimally form bounded ) with respect
to A.

We then have the following result:

Theorem A.3. Assume that A " 0 is self-adjoint in H.

(i) Let B be a closed, densely defined operator in H and suppose that dom(B) ⊇
dom(A). Then B is A-bounded and hence (A.4) holds for some constants
a ≥ 0, b ≥ 0. In addition, B is also A-form bounded,

|B|1/2(A+ IH)−1/2 ∈ B(H). (A.8)

More specifically,
∥∥|B|1/2(A+ IH)−1/2

∥∥
B(H)

# (a+ b)1/2, (A.9)

and hence, if B is A-bounded with A-bound α strictly less than one, 0 ≤ α < 1
(cf. (A.6)), then B is also A-form bounded with A-form bound β strictly less
than one, 0 ≤ β < 1 (cf. (A.7)). In particular, if B is infinitesimally bounded
with respect to A, then B is infinitesimally form bounded with respect to A.

(ii) Suppose that B is self-adjoint in H, that dom(B) ⊇ dom(A), and hence (A.4)
holds for some constants a ≥ 0, b ≥ 0. Then

(A+ IH)−1/2B(A+ IH)−1/2 ∈ B(H), (A.10)
∥∥(A+ IH)−1/2B(A+ IH)−1/2

∥∥
B(H)

# (a+ b). (A.11)

We also recall the following result:

Theorem A.4. Assume that A " 0 is self-adjoint in H.

(i) Let B be a densely defined closed operator in H and suppose that dom(B) ⊇
dom(A). In addition, assume that B is A-compact. Then B is also A-form
compact,

|B|1/2(A+ IH)−1/2 ∈ B∞(H). (A.12)

(ii) Suppose that B is self-adjoint in H and that dom(B) ⊇ dom(A). In addition,
assume that B is A-compact. Then

(A+ IH)−1/2B(A + IH)−1/2 ∈ B∞(H). (A.13)

For proofs of Theorems A.3 and A.4 under more general conditions on A and
B, we refer to [63] and the detailed list of references therein.
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Appendix B. Supersymmetric Dirac-type operators in a nutshell

In this appendix we briefly summarize some results on supersymmetric Dirac-type
operators and commutation methods due to [39], [66], [131], and [132, Ch. 5] (see
also [71]).

The standing assumption in this appendix will be the following.

Hypothesis B.1. Let Hj, j = 1, 2, be separable complex Hilbert spaces and

A : H1 ⊇ dom(A) → H2 (B.1)

be a densely defined, closed, linear operator.

We define the self-adjoint Dirac-type operator in H1 ⊕H2 by

Q =

(
0 A∗

A 0

)
, dom(Q) = dom(A)⊕ dom(A∗). (B.2)

Operators of the type Q play a role in supersymmetric quantum mechanics (see,
e.g., the extensive list of references in [24]). Then,

Q2 =

(
A∗A 0
0 AA∗

)
(B.3)

and for notational purposes we also introduce

H1 = A∗A in H1, H2 = AA∗ in H2. (B.4)

In the following, we also need the polar decomposition of A and A∗, that is, the
representations

A = VA|A| = |A∗|VA = VAA
∗VA on dom(A) = dom(|A|), (B.5)

A∗ = VA∗ |A∗| = |A|VA∗ = VA∗AVA∗ on dom(A∗) = dom(|A∗|), (B.6)

|A| = VA∗A = A∗VA = VA∗ |A∗|VA on dom(|A|), (B.7)

|A∗| = VAA
∗ = AVA∗ = VA|A|VA∗ on dom(|A∗|), (B.8)

where

|A| = (A∗A)1/2, |A∗| = (AA∗)1/2, VA∗ = (VA)
∗, (B.9)

VA∗VA = Pran(|A|) = Pran(A∗) , VAVA∗ = Pran(|A∗|) = Pran(A) . (B.10)

In particular, VA is a partial isometry with initial set ran(|A|) and final set ran(A)
and hence VA∗ is a partial isometry with initial set ran(|A∗|) and final set ran(A∗).
In addition,

VA =

{
A(A∗A)−1/2 = (AA∗)−1/2A on (ker(A))⊥,

0 on ker(A).
(B.11)

Next, we collect some properties relating H1 and H2.
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Theorem B.2 ([39]). Assume Hypothesis B.1 and let φ be a bounded Borel mea-
surable function on R.
(i) One has

ker(A) = ker(H1) = (ran(A∗))⊥, ker(A∗) = ker(H2) = (ran(A))⊥, (B.12)

VAH
n/2
1 = Hn/2

2 VA, n ∈ N, VAφ(H1) = φ(H2)VA. (B.13)

(ii) H1 and H2 are essentially isospectral, that is,

σ(H1)\{0} = σ(H2)\{0}, (B.14)

in fact,

A∗A[IH1 − Pker(A)] is unitarily equivalent to AA∗[IH2 − Pker(A∗)]. (B.15)

In addition,

f ∈ dom(H1) and H1f = λ2f, λ ̸= 0,

implies Af ∈ dom(H2) and H2(Af) = λ2(Af), (B.16)

g ∈ dom(H2) and H2 g = µ2g, µ ̸= 0,

implies A∗g ∈ dom(H1) and H1(A
∗g) = µ2(A∗g), (B.17)

with multiplicities of eigenvalues preserved.
(iii) One has for z ∈ ρ(H1) ∩ ρ(H2),

IH2 + z(H2 − zIH2)
−1 ⊇ A(H1 − zIH1)

−1A∗, (B.18)

IH1 + z(H1 − zIH1)
−1 ⊇ A∗(H2 − zIH2)

−1A, (B.19)

and

A∗φ(H2) ⊇ φ(H1)A
∗, Aφ(H1) ⊇ φ(H2)A, (B.20)

VA∗φ(H2) ⊇ φ(H1)VA∗ , VAφ(H1) ⊇ φ(H2)VA. (B.21)

As noted by E. Nelson (unpublished), Theorem B.2 follows from the spectral
theorem and the elementary identities,

Q = VQ|Q| = |Q|VQ, (B.22)

ker(Q) = ker(|Q|) = ker(Q2) = (ran(Q))⊥ = ker(A)⊕ ker(A∗), (B.23)

IH1⊕H2 + z(Q2 − zIH1⊕H2)
−1

= Q2(Q2 − zIH1⊕H2)
−1 ⊇ Q(Q2 − zIH1⊕H2)

−1Q, z ∈ ρ(Q2),
(B.24)

Qφ(Q2) ⊇ φ(Q2)Q, (B.25)

where

VQ =

(
0 (VA)∗

VA 0

)
=

(
0 VA∗

VA 0

)
. (B.26)

In particular,

ker(Q) = ker(A) ⊕ ker(A∗), Pker(Q) =

(
Pker(A) 0

0 Pker(A∗)

)
, (B.27)
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and we also recall that

S3QS3 = −Q, S3 =

(
IH1 0
0 −IH2

)
, (B.28)

that is, Q and −Q are unitarily equivalent. (For more details on Nelson’s trick see
also [129, Sect. 8.4], [132, Subsect. 5.2.3].) We also note that

ψ(|Q|) =
(
ψ(|A|) 0

0 ψ(|A∗|)

)
(B.29)

for Borel measurable functions ψ on R, and

[Q|Q|−1] =

(
0 (VA)∗

VA 0

)
= VQ if ker(Q) = {0}. (B.30)

Finally, we recall the following relationships between Q and Hj , j = 1, 2.

Theorem B.3 ([24], [131]). Assume Hypothesis B.1.

(i) Introducing the unitary operator U on (ker(Q))⊥ by

U = 2−1/2

(
IH1 (VA)∗

−VA IH2

)
on (ker(Q))⊥, (B.31)

one infers that

UQU−1 =

(
|A| 0
0 −|A∗|

)
on (ker(Q))⊥. (B.32)

(ii) One has

(Q− ζIH1⊕H2)
−1 =

(
ζ(H1 − ζ2IH1)

−1 A∗(H2 − ζ2IH2)
−1

A(H1 − ζ2IH1)
−1 ζ(H2 − ζ2IH2)

−1

)
,

ζ2 ∈ ρ(H1) ∩ ρ(H2).

(B.33)

(iii) In addition,
(
f1
f2

)
∈ dom(Q) and Q

(
f1
f2

)
= η

(
f1
f2

)
, η ̸= 0,

implies fj ∈ dom(Hj) and Hjfj = η2fj , j = 1, 2.

(B.34)

Conversely,

f ∈ dom(H1) and H1f = λ2f, λ ̸= 0,

implies

(
f

λ−1Af

)
∈ dom(Q) and Q

(
f

λ−1Af

)
= λ

(
f

λ−1Af

)
.

(B.35)

Similarly,

g ∈ dom(H2) and H2 g = µ2g, µ ̸= 0,

implies

(
µ−1A∗g

g

)
∈ dom(Q) and Q

(
µ−1A∗g

g

)
= µ

(
µ−1A∗g

g

)
.
(B.36)
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Appendix C. Sesquilinear forms and associated operators

In this appendix we describe a few basic facts on sesquilinear forms and linear op-
erators associated with them following [64, Sect. 2]. Let H be a complex separable
Hilbert space with scalar product ( · , · )H (antilinear in the first and linear in the
second argument), V a reflexive Banach space continuously and densely embedded
into H. Then also H embeds continuously and densely into V∗. That is,

V ↪→ H ↪→ V∗. (C.1)

Here the continuous embedding H ↪→ V∗ is accomplished via the identification

H ∋ v %→ ( · , v)H ∈ V∗, (C.2)

and recall our convention in this manuscript that if X denotes a Banach space,
X∗ denotes the adjoint space of continuous conjugate linear functionals on X , also
known as the conjugate dual of X .

In particular, if the sesquilinear form

V⟨ · , · ⟩V∗ : V × V∗ → C (C.3)

denotes the duality pairing between V and V∗, then

V⟨u, v⟩V∗ = (u, v)H, u ∈ V , v ∈ H ↪→ V∗, (C.4)

that is, the V ,V∗ pairing V⟨ · , · ⟩V∗ is compatible with the scalar product ( · , · )H
in H.

Let T ∈ B(V ,V∗). Since V is reflexive, (V∗)∗ = V , one has

T : V → V∗, T ∗ : V → V∗ (C.5)

and

V⟨u, T v⟩V∗ = V∗⟨T ∗u, v⟩(V∗)∗ = V∗⟨T ∗u, v⟩V = V⟨v, T ∗u⟩V∗ . (C.6)

Self-adjointness of T is then defined by T = T ∗, that is,

V⟨u, T v⟩V∗ = V∗⟨Tu, v⟩V = V⟨v, Tu⟩V∗ , u, v ∈ V , (C.7)

nonnegativity of T is defined by

V⟨u, Tu⟩V∗ ≥ 0, u ∈ V , (C.8)

and boundedness from below of T by cT ∈ R is defined by

V⟨u, Tu⟩V∗ ≥ cT ∥u∥2H, u ∈ V . (C.9)

(By (C.4), this is equivalent to V⟨u, Tu⟩V∗ ≥ cT V⟨u, u⟩V∗ , u ∈ V .)
Next, let the sesquilinear form a( · , · ) : V×V → C (antilinear in the first and

linear in the second argument) be V-bounded, that is, there exists a ca > 0 such
that

|a(u, v)| # ca∥u∥V∥v∥V , u, v ∈ V . (C.10)

Then Ã defined by

Ã :

{
V → V∗,

v %→ Ãv = a( · , v),
(C.11)
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satisfies
Ã ∈ B(V ,V∗) and V

〈
u, Ãv

〉
V∗ = a(u, v), u, v ∈ V . (C.12)

Assuming further that a( · , · ) is symmetric, that is,

a(u, v) = a(v, u), u, v ∈ V , (C.13)

and that a is V-coercive, that is, there exists a constant C0 > 0 such that

a(u, u) ≥ C0∥u∥2V , u ∈ V , (C.14)

respectively, then,

Ã : V → V∗ is bounded, self-adjoint, and boundedly invertible. (C.15)

Moreover, denoting by A the part of Ã in H defined by

dom(A) =
{
u ∈ V | Ãu ∈ H

}
⊆ H, A = Ã

∣∣
dom(A)

: dom(A) → H, (C.16)

then A is a (possibly unbounded) self-adjoint operator in H satisfying

A ≥ C0IH, (C.17)

dom
(
A1/2

)
= V . (C.18)

In particular,
A−1 ∈ B(H). (C.19)

The facts (C.1)–(C.19) are a consequence of the Lax–Milgram theorem and the
second representation theorem for symmetric sesquilinear forms. Details can be
found, for instance, in [38, Sects. VI.3, VII.1], [53, Ch. IV], and [99].

Next, consider a symmetric form b( · , · ) : V × V → C and assume that b is
bounded from below by cb ∈ R, that is,

b(u, u) ≥ cb∥u∥2H, u ∈ V . (C.20)

Introducing the scalar product ( · , · )Vb
: V × V → C (and the associated norm

∥ · ∥Vb
) by

(u, v)Vb
= b(u, v) + (1− cb)(u, v)H, u, v ∈ V , (C.21)

turns V into a pre-Hilbert space (V ; ( · , · )Vb
), which we denote by Vb. The form

b is called closed in H if Vb is actually complete, and hence a Hilbert space. The
form b is called closable in H if it has a closed extension. If b is closed in H, then

|b(u, v) + (1− cb)(u, v)H| # ∥u∥Vb
∥v∥Vb

, u, v ∈ V , (C.22)

and

|b(u, u) + (1 − cb)∥u∥2H| = ∥u∥2Vb
, u ∈ V , (C.23)

show that the form b( · , · ) + (1 − cb)( · , · )H is a symmetric, V-bounded, and
V-coercive sesquilinear form. Hence, by (C.11) and (C.12), there exists a linear
map

B̃cb :

{
Vb → V∗

b ,

v %→ B̃cbv = b( · , v) + (1− cb)( · , v)H,
(C.24)
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with
B̃cb ∈ B(Vb,V∗

b) and

Vb

〈
u, B̃cbv

〉
V∗

b
= b(u, v) + (1− cb)(u, v)H, u, v ∈ V ,

(C.25)

in particular, B̃cb is bounded, self-adjoint, and boundedly invertible. Introducing
the linear map

B̃ = B̃cb + (cb − 1)Ĩ : Vb → V∗
b , (C.26)

where Ĩ : Vb ↪→ V∗
b denotes the continuous inclusion (embedding) map of Vb into

V∗
b , B̃ is bounded and self-adjoint, and one obtains a self-adjoint operator B in H

by restricting B̃ to H,

dom(B) =
{
u ∈ V

∣∣ B̃u ∈ H
}
⊆ H, B = B̃

∣∣
dom(B)

: dom(B) → H, (C.27)

satisfying the following properties:

B ≥ cbIH, (C.28)

dom
(
|B|1/2

)
= dom

(
(B − cbIH)1/2

)
= V , (C.29)

b(u, v) =
(
|B|1/2u, UB|B|1/2v

)
H (C.30)

=
(
(B − cbIH)1/2u, (B − cbIH)1/2v

)
H + cb(u, v)H (C.31)

= Vb

〈
u, B̃v

〉
V∗

b
, u, v ∈ V , (C.32)

b(u, v) = (u,Bv)H, u ∈ V , v ∈ dom(B), (C.33)

dom(B) = {v ∈ V | there exists an fv ∈ H such that

b(w, v) = (w, fv)H for all w ∈ V}, (C.34)

Bu = fu, u ∈ dom(B),

dom(B) is dense in H and in Vb. (C.35)

Properties (C.34) and (C.35) uniquely determine B. Here UB in (C.31) is the
partial isometry in the polar decomposition of B, that is,

B = UB|B|, |B| = (B∗B)1/2 ≥ 0. (C.36)

The operator B is called the operator associated with the form b.
The norm in the Hilbert space V∗

b is given by

∥ℓ∥V∗
b
= sup{|Vb

⟨u, ℓ⟩V∗
b
| | ∥u∥Vb

# 1}, ℓ ∈ V∗
b , (C.37)

with associated scalar product,

(ℓ1, ℓ2)V∗
b
= Vb

〈(
B̃ + (1− cb)Ĩ

)−1
ℓ1, ℓ2

〉
V∗

b
, ℓ1, ℓ2 ∈ V∗

b . (C.38)

Since ∥∥(B̃ + (1− cb)Ĩ
)
v
∥∥
V∗

b
= ∥v∥Vb

, v ∈ V , (C.39)

the Riesz representation theorem yields
(
B̃ + (1− cb)Ĩ

)
∈ B(Vb,V∗

b) and
(
B̃ + (1 − cb)Ĩ

)
: Vb → V∗

b is unitary. (C.40)
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In addition,

Vb

〈
u,

(
B̃ + (1− cb)Ĩ

)
v
〉
V∗

b
=

(
(B + (1− cb)IH)1/2u, (B + (1− cb)IH)1/2v

)
H

= (u, v)Vb
, u, v ∈ Vb. (C.41)

In particular, ∥∥(B + (1− cb)IH)1/2u
∥∥
H = ∥u∥Vb

, u ∈ Vb, (C.42)

and hence

(B + (1− cb)IH)1/2 ∈ B(Vb,H) and (B + (1− cb)IH)1/2 : Vb → H is unitary.
(C.43)

The facts (C.20)–(C.43) comprise the second representation theorem of sesquilinear
forms (cf. [53, Sect. IV.2], [54, Sects. 1.2–1.5], and [90, Sect. VI.2.6]).

We briefly supplement (C.20)–(C.43) with some considerations that hint at

mapping properties of
(
B̃+(1−cb)Ĩ

)±1/2
on a scale of spaces, which, for simplicity,

we restrict to the triple of spaces Vb, H, and V∗
b in this appendix. We start by

defining

(
B̂cb + (1− cb)Î

)1/2
:

{
Vb → H,

v %→ (B + (1 − cb)IH)1/2v,
(C.44)

and similarly,

(
B̌cb + (1− cb)Ǐ

)1/2
:

⎧
⎪⎨

⎪⎩

H → V∗
b ,

f %→ b
(
· , (B + (1− cb)IH)−1/2f

)

+(1− cb)
(
· , (B + (1− cb)IH)−1/2f

)
H.

(C.45)

Then both maps in (C.44) and (C.45) are bounded and boundedly invertible. In
particular,

(
B̂cb + (1− cb)Î

)1/2 ∈ B(Vb,H),
(
B̂cb + (1 − cb)Î

)−1/2 ∈ B(H,Vb),
(
B̌cb + (1− cb)Ǐ

)1/2 ∈ B(H,V∗
b),

(
B̌cb + (1− cb)Ǐ

)−1/2 ∈ B(V∗
b ,H),

(C.46)

and
(
B̂cb + (1− cb)Î

)1/2(
B̌cb + (1 − cb)Ǐ

)1/2
=

(
B̃ + (1 − cb)Ĩ

)
∈ B(Vb,V∗

b),
(
B̌cb + (1− cb)Ǐ

)−1/2(
B̂cb + (1 − cb)Î

)−1/2
=

(
B̃ + (1− cb)Ĩ

)−1 ∈ B(V∗
b ,Vb).
(C.47)

Due to self-adjointness of B̃ as a bounded map from Vb to V∗
b in the sense of (C.7),

one finally obtains that
((

B̂cb + (1− cb)Î
)±1/2

)∗
=

(
B̌cb + (1− cb)Ǐ

)±1/2
,

((
B̌cb + (1− cb)Ǐ

)±1/2
)∗

=
(
B̂cb + (1− cb)Î

)±1/2
.

(C.48)
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Hence, we will follow standard practice in connection with chains of (Sobolev)
spaces and refrain from painstakingly distinguishing the ˆ- and ˇ-operations and
simply resort to the notation

(
B̃ + (1 − cb)Ĩ

)±1/2
(C.49)

for the operators in (C.46) in the bulk of this paper.
A special but important case of nonnegative closed forms is obtained as fol-

lows: Let Hj , j = 1, 2, be complex separable Hilbert spaces, and T : dom(T ) →
H2, dom(T ) ⊆ H1, a densely defined operator. Consider the nonnegative form
aT : dom(T )× dom(T ) → C defined by

aT (u, v) = (Tu, T v)H2, u, v ∈ dom(T ). (C.50)

Then the form aT is closed (resp., closable) in H1 if and only if T is. If T is
closed, the unique nonnegative self-adjoint operator associated with aT in H1,
whose existence is guaranteed by the second representation theorem for forms,
then equals T ∗T ≥ 0. In particular, one obtains in addition to (C.50),

aT (u, v) = (|T |u, |T |v)H1, u, v ∈ dom(T ) = dom(|T |). (C.51)

Moreover, since

b(u, v) + (1− cb)(u, v)H =
(
(B + (1− cb)IH)1/2u, (B + (1− cb)IH)1/2v

)
H,

u, v ∈ dom(b) = dom
(
|B|1/2

)
= V ,
(C.52)

and (B + (1 − cb)IH)1/2 is self-adjoint (and hence closed) in H, a symmetric, V-
bounded, and V-coercive form is densely defined in H×H and closed in H (a fact
we will be using in the proof of Theorem 2.3). We refer to [90, Sect. VI.2.4] and
[135, Sect. 5.5] for details.

Next we recall that if aj are sesquilinear forms defined on dom(aj), j = 1, 2,
bounded from below and closed, then also

(a1 + a2) :

{
(dom(a1) ∩ dom(a2))× (dom(a1) ∩ dom(a2)) → C,
(u, v) %→ (a1 + a2)(u, v) = a1(u, v) + a2(u, v)

(C.53)

is bounded from below and closed (cf., e.g., [90, Sect. VI.1.6]).
Finally, we also recall the following perturbation theoretic fact: Suppose a is

a sesquilinear form defined on V × V , bounded from below and closed, and let b
be a symmetric sesquilinear form bounded with respect to a with bound less than
one, that is, dom(b) ⊇ V × V , and that there exist 0 # α < 1 and β " 0 such that

|b(u, u)| # α|a(u, u)|+ β∥u∥2H, u ∈ V . (C.54)

Then

(a+ b) :

{
V × V → C,
(u, v) %→ (a+ b)(u, v) = a(u, v) + b(u, v)

(C.55)
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defines a sesquilinear form that is bounded from below and closed (cf., e.g., [90,
Sect. VI.1.6]). In the special case where α can be chosen arbitrarily small, the form
b is called infinitesimally form bounded with respect to a.
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