SIGN-CHANGING POINTS OF SOLUTIONS OF
HOMOGENEOUS STURM-LIOUVILLE EQUATIONS WITH
MEASURE-VALUED COEFFICIENTS
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Abstract. In this paper we investigate sign-changing points of nontrivial real-valued solutions of homogeneous Sturm-Liouville differential equations of the form
\[-d\left(\frac{du}{d\alpha}\right) + ud\beta = 0,\]
where \(d\alpha\) is a positive Borel measure supported everywhere on \((a,b)\) and \(d\beta\) is a locally finite real Borel measure on \((a,b)\). Since solutions for such equations are functions of locally bounded variation, sign-changing points are the natural generalization of zeros. We prove that sign-changing points for each nontrivial real-valued solution are isolated in \((a,b)\). We also prove a Sturm-type separation theorem for two nontrivial linearly independent solutions, and conclude the paper by proving a Sturm-type comparison theorem for two differential equations with distinct potentials.

1. INTRODUCTION

When \(1/p\) and \(q\) are real-valued locally integrable functions on \((a,b)\), \(-\infty \leq a < b \leq \infty\), and when \(p > 0\) on \((a,b)\), zeros of every nontrivial real-valued solution of the famous homogeneous Sturm-Liouville differential equation
\[-(py')' + qy = 0\]
are isolated in \((a,b)\). This fact is the key to establish two big results in Sturm-Liouville theory, namely the Sturm separation theorem and the Sturm comparison theorem. These two celebrated results are due to Sturm [18] and they date back to 1836. The Sturm separation theorem states that zeros of two linearly independent solutions of Equation (1.1) are interlaced. The Sturm comparison theorem states that if \(u\) and \(v\) are nontrivial solutions of (1.1) and \(-(py')' + \tilde{q}y = 0\), respectively, \(u\) vanishes at \(s\) and \(t\), and \(\tilde{q} \leq q\) but different on a set of positive Lebesgue measure, then \(v\) vanishes at some point between \(s\) and \(t\).

In this paper we consider homogeneous differential equations of the form
\[-d\left(\frac{dy}{d\alpha}\right) + yd\beta = 0\]
when \(d\alpha\) is a positive measure supported everywhere on \((a,b)\) and when \(d\beta\) is a locally finite real Borel measure on \((a,b)\). In other words \(\alpha\) is a strictly increasing function on \((a,b)\) and \(\beta\) is a real-valued function of locally bounded variation on \((a,b)\). Solutions for Equation (1.2) are functions of locally bounded variation on \((a,b)\). For any nontrivial real-valued solution \(u\) of Equation (1.2) it is possible to have \(u^{-}(x_0) = 0\), \(u^{+}(x_0) = 0\), or \(u^{-}(x_0)u^{+}(x_0) < 0\) for some \(x_0 \in (a,b)\), where \(u^{-}\)
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and $u^+$ are the left- and right-continuous representatives of $u$. The set of all such points, which we denote by $Z_{(a,b)}(u)$, is the natural candidate for zeros when we step up from locally integrable coefficient (Equation (1.1)) to measure valued coefficients (Equation (1.2)). The first question that comes to mind is whether $Z_{(a,b)}(u)$ is a set of isolated points. If so, then the next question is whether we can develop a Sturm-type separation and comparison theorems for nontrivial real-valued solutions of equations of the form (1.2).

The goal of the present work is to answer the above questions. As far as we know this is the first work that investigates such questions when the measure-valued coefficients in the equation are chosen so that solutions are of locally bounded variation.

In 1909 Picone [17] discovered his famous identity that simplified the proof of Sturm’s comparison theorem for two equations of the form (1.1). Another essential improvement is due Leighton [14] who pointed out that it suffices to have an integral condition instead of the Sturm’s pointwise condition. Mingarelli [15] proved a Leighton type comparison theorem when only the potential $q$ in Equation (1.1) is a locally finite real Borel measure. Also Ghatasheh and Weikard [8] provided a Leighton type comparison theorem that covers Sturm-Liouville equations with distributional potentials. All these works rely on the absolute continuity of solutions which is not valid for equations of the form (1.2). There are excellent references concerned with comparison theorems and their historical survey, we only mention Hinton [11], Mingarelli [15], Swanson [19], and Zettl [21] and the references therein.

The first to consider differential equations with measure-valued coefficients were Krein [13] and Feller [6]. The interest in Sturm-Liouville differential equations with measure-valued coefficients increased recently. Perhaps the wish to have a unified approach for the discrete and continuous cases motivated both Atkinson [2] and Mingarelli [15]. The basic assumptions in Chapter 3 of [15] require the generating functions for the considered measures to be continuous at boundary points. Recently Eckhardt and Teschl [5] relaxed Mingarelli’s basic assumptions by assuming that the measures do not jump at the same time. More recently Ghatasheh and Weikard [9] have an essential improvement by allowing measures to jump at the same time by considering balanced solutions, they are functions of locally bounded variations whose values are the average of left- and right-hand limits. There are many other papers considering measure-valued coefficients, see for example Bennewitz [3], Persson [16], and Volkmer [20] and the references therein.

Differential equations with measure-valued coefficients are important for many reasons. First of all, they are a unification for both the discrete and the continuous cases. If we choose $d\alpha$ and $d\beta$ to be discrete measures in (1.2), then we obtain homogeneous difference equations. On the other hand, if we choose $\alpha$ and $\beta$ to be antiderivatives of $1/p$ and $q$, respectively, then we obtain Equation (1.1). Also, differential equations with measure-valued coefficients cover important physical models such as $\delta$ and $\delta'$ interactions; for interested readers we mention Gesztesy and Holden [7], Albeverio et al. [1], and Eckhardt et al. [4].

In Section 2 we introduce the definitions and notations that we use in this paper. In Section 3 we discuss briefly the meaning of Sturm-Liouville differential equations with measure-valued coefficients as well as the associated existence and uniqueness theorems. In Section 4 we investigate the behavior of nontrivial solutions $u$ of Equation (1.2) at points in $Z_{(a,b)}(u)$. In Section 5 we prove a Sturm-type separation
theorem for linearly independent solutions of Equation (1.2). Finally, in section 6, we prove a Sturm-type comparison theorem for only balanced solutions of two equations of the form (1.2) with the same $d\alpha$ and two distinct potentials, $d\beta_1$ and $d\beta_2$.

2. PRELIMINARIES

We denote the space of all complex-valued functions that are of locally bounded variation on $(a, b)$ by $\text{BV}_{\text{loc}}((a, b), \mathbb{C})$. The subset of $\text{BV}_{\text{loc}}((a, b), \mathbb{C})$ consisting of real-valued functions is denoted by $\text{BV}_{\text{loc}}((a, b), \mathbb{R})$. The corresponding left- and right-continuous representatives of a function $f \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$ are defined by setting $f^-(x) = \lim_{t \uparrow x} f(t)$ and $f^+(x) = \lim_{t \downarrow x} f(t)$, respectively. Given $r \in \mathbb{C}$, we say that a function $f$ is $r$-balanced if $f \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$ and $f(x) = rf^-(x) + (1 - r)f^+(x)$ for all $x \in (a, b)$. We denote the space of all $r$-balanced complex-valued functions on $(a, b)$ by $\text{BV}_{\text{loc}}^r((a, b), \mathbb{C})$ and the subspace consisting of those that are real-valued by $\text{BV}_{\text{loc}}^{r, \text{re}}((a, b), \mathbb{R})$. When $r = 1/2$ we simply say balanced instead of $1/2$-balanced. These definitions and notations can be extended to matrix-valued functions. For example we denote by $\text{BV}_{\text{loc}}^r((a, b), \mathbb{C}^{m \times n})$ the space of all functions $f : (a, b) \to \mathbb{C}^{m \times n}$ for which each component of $f$ is $r$-balanced.

The locally finite complex Borel measure generated by $f \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$ is denoted by $df$. We denote the measure of a singleton $\{s\}$ (i.e., $df(\{s\})$) by $\Delta df(s)$. Note that $\Delta df(s) = f^+(s) - f^-(s)$. We denote the total variation of $df$ by $df^+$. Given $h \in L^1_{\text{loc}}((a, b), df^+)$, the locally finite complex Borel measure $hdf$ is defined to be $dh_0$ where

$$h_0(x) = \begin{cases} f_{[c, x]} h \, df, & x \geq c \\ -f_{[x, c]} h \, df, & x < c. \end{cases}$$

If $f, g \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$ satisfy $df \ll dg$ (i.e., $df$ is locally absolutely continuous with respect to $dg$), then the Radon-Nikodym derivative of $df$ with respect to $dg$ is denoted by $df/dg$. It is uniquely defined in $L^1_{\text{loc}}((a, b), dg^+)$.

The product rule for any $f, g \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$ (see Hewitt and Stromberg [10], Theorem 21.67 and Remark 21.68)) is given by

$$d(fg) = f^- dg + g^+ df = f^+ dg + g^- df.$$ 

If $f$ and $g$ are balanced functions, then

$$d(fg) = f \, dg + g \, df. \quad (2.1)$$

The support of the locally finite complex Borel measure $df$ can be defined by setting $x \notin \text{supp}(df)$ if there exists $\epsilon > 0$ such that $[x - \epsilon, x + \epsilon] \subseteq (a, b)$ and $(x - \epsilon, x + \epsilon)$ is a $df$-null set (i.e., any Borel subset of $(x - \epsilon, x + \epsilon)$ has $df$-measure zero).

3. EXISTENCE AND UNIQUENESS OF SOLUTIONS

We begin by investigating initial value problems of the form

$$-d \left( \frac{du}{d\alpha} \right) + u \, d\beta = d\eta, \quad u(x_0) = A, \quad \frac{du}{d\alpha}(x_0) = B, \quad (3.1)$$

where $\alpha, \beta, \eta \in \text{BV}_{\text{loc}}((a, b), \mathbb{C})$. We seek solutions to this equation among functions of locally bounded variation, since for any such function $u$ the terms $ud\beta$ and $d\eta$ are locally finite complex Borel measures on $(a, b)$ and if, in addition, $du$ is absolutely
continuous with respect to \( da \) and the Radon-Nikodym derivative \( du/da \) has at least one representative of locally bounded variation, then \( d(du/da) \) is a locally finite complex Borel measure on \((a,b)\) so that it makes sense to pose the equation.

The linear system corresponding to the initial value problem (3.1) is given by

\[
dv = d\alpha_0 \ v + d\eta_0, \ v(x_0) = A_0
\]

where

\[
v = \begin{pmatrix} u \\ \frac{du}{d\alpha} \end{pmatrix}, \ \alpha_0 = \begin{pmatrix} 0 & \alpha \\ \beta & 0 \end{pmatrix}, \ \eta_0 = \begin{pmatrix} 0 \\ \eta \end{pmatrix}, \ \text{and} \ A_0 = \begin{pmatrix} A \\ B \end{pmatrix}.
\]

Existence and uniqueness theorems of left- and right-continuous solution of locally bounded variation (the cases \( r = 1 \) and \( r = 0 \), respectively) for such linear systems were discussed in many papers, see for example Theorem 1.1 in Bennewitz [3] or Theorem 3.1 in Eckhardt and Teschl [5]. For the existence and uniqueness of balanced solutions (the case \( r = 1/2 \)) see Theorem 2.2 in Ghatasheh and Weikard [9]. The following theorem provides necessary conditions for existence and uniqueness of \( r \)-balanced solutions. The proof is omitted since it is similar to the proof of Theorem 2.2 in [9]. We denote the identity \( n \times n \) matrix by \( I \) and the determinant of a square matrix \( C \) by \( \det(C) \).

**Theorem 3.1.** Let \( r \in \mathbb{C}, \ \phi \in \BV_{loc}((a,b), \mathbb{C}^{n \times n}), \) and \( \psi \in \BV_{loc}((a,b), \mathbb{C}^n). \) If \( \det(I - (1-r)\Delta d\phi(x)) \neq 0 \) and \( \det(I + r\Delta d\phi(x)) \neq 0 \) for all \( x \in (a,b) \), then any initial value problem of the form

\[
dy = d\phi \ y + d\psi, \ \ y(x_0) = y_0,
\]

where \( x_0 \in (a,b) \) and \( y_0 \in \mathbb{C}^n \), has a unique solution in \( \BV_{loc}((a,b), \mathbb{C}^n) \). If, in addition, \( r, \phi, \psi, \) and \( y_0 \) are real, then the solution is real.

According to Theorem 3.1 if \((1-r)^2 \Delta d\phi(x) \Delta d\beta(x) \neq 1 \) and \( r^2 \Delta d\alpha(x) \Delta d\beta(x) \neq 1 \) for all \( x \in (a,b) \), then system (3.2) has a unique solution \( v \in \BV_{loc}((a,b), \mathbb{C}^2) \). This means the components of \( v \) satisfy \( dv_1 = v_2 d\alpha \) and \( dv_2 = v_1 d\beta + d\eta \). The first equation is equivalent to \( v_2 = dv_1/da \) da-a.e. on \((a,b)\). When we specialize to the initial value problem (3.1) we want \( v_2 = dv_1/da \) everywhere on \((a,b)\). The following theorem shows that this can be achieved by assuming that the support of \( d\alpha \) is all of \((a,b)\).

**Theorem 3.2.** Let \( \alpha \in \BV_{loc}((a,b), \mathbb{C}) \) with \( \text{supp}(d\alpha) = (a,b) \). If \( f \) is an \( r \)-balanced function that satisfies \( f = 0, d\alpha \)-a.e. on \((a,b)\), then \( f \) is identically zero on \((a,b)\).

**Proof.** Assume to the contrary that \( f(x_1) \neq 0 \) for some \( x_1 \in (a,b) \). Since \( f \) is \( r \)-balanced, \( f^-(x_1) \neq 0 \) or \( f^+(x_1) \neq 0 \). For simplicity we only consider the case \( f^-(x_1) \neq 0 \). Since \( f^- \) is left-continuous on \((a,b)\), there exists \( x_0 \in (a,x_1) \) such that \( f(x) \neq 0 \) on \((x_0,x_1)\). This implies that \((x_0,x_1)\) is a \( df \)-null set. This contradiction completes the proof. \( \square \)

The minimal set of assumptions that we have to make to assure the existence and uniqueness of \( r \)-balanced solutions of initial value problems of the form (3.1) are presented in the following hypothesis. For any \( z \in \mathbb{C} \), we define \( \theta_z(x) = 1 - z^2 \Delta d\alpha(x) \Delta d\beta(x) \) for all \( x \in (a,b) \).

**Hypothesis 3.3.** \( r \) is a fixed complex number, \( \alpha \) and \( \beta \) belong to \( \BV_{loc}((a,b), \mathbb{C}) \), the support of \( d\alpha \) is \((a,b)\), and \( \theta_1-r(x) \neq 0 \) and \( \theta_r(x) \neq 0 \) for all \( x \in (a,b) \).
Theorem 3.5. Assume that problems of the form (3.1). 

Also observe that in each one of these equations we can solve for $v^+ - v^- = \Delta_{da_0} v$. Also since $v$ is $r$-balanced we have $r v^- + (1 - r) v^+ = v$. By eliminating $v^-$ we obtain

$$
\begin{pmatrix}
  u^+ \\
  \frac{du}{d\alpha}^+
\end{pmatrix} =
\begin{pmatrix}
  1 & r \Delta_{da} \\
  r \Delta_{d\beta} & 1
\end{pmatrix}
\begin{pmatrix}
  u \\
  \frac{du}{d\alpha}
\end{pmatrix}.
$$

and by eliminating $v^+$ we obtain

$$
\begin{pmatrix}
  u^- \\
  \frac{du}{d\alpha}^-
\end{pmatrix} =
\begin{pmatrix}
  1 & -(1 - r) \Delta_{da} \\
  -(1 - r) \Delta_{d\beta} & 1
\end{pmatrix}
\begin{pmatrix}
  u \\
  \frac{du}{d\alpha}
\end{pmatrix}.
$$

Also observe that in each one of these equations we can solve for

$$
\begin{pmatrix}
  u \\
  \frac{du}{d\alpha}
\end{pmatrix}
$$

since the hypothesis in Theorem 3.5 assures the invertibility of each of the $2 \times 2$ matrices in Equations (3.4) and (3.5).

4. SIGN-CHANGING POINTS OF SOLUTIONS

When $q$ and $1/p$ are locally integrable on $(a, b)$ solutions of the differential equation $-(pu')' + q u = 0$ are locally absolutely continuous on $(a, b)$. If $p > 0$ and $q$ is real-valued on $(a, b)$, then zeros of nontrivial real-valued solutions are isolated in $(a, b)$. Moreover, every nontrivial solution changes sign at each of its zeros. The situation is more complicated for the differential equation $-d(du/d\alpha) + ud\beta = 0$ since solutions are functions of locally bounded variation and that includes the possibility of having a countable number of discontinuity points in $(a, b)$. This section is devoted to develop a theory for the behavior of nontrivial solutions $u$ at points $s \in (a, b)$ that satisfy $u^+(s)u^-(s) \leq 0$.

Let $f \in BV_{loc}((a, b), \mathbb{R})$ and let $I$ be a subinterval of $(a, b)$. We denote by $Z_1(f)$ the set of all $x \in I$ such that $f^-(x)f^+(x) \leq 0$.

Theorem 4.1 (Intermediate Value Theorem). Let $f \in BV_{loc}((a, b), \mathbb{R})$. If $I$ is a subinterval of $(a, b)$ such that $Z_1(f)$ is empty, then either $f^-, f^+ > 0$ on $I$ or $f^-, f^+ < 0$ on $I$. Furthermore, $f^-$ and $f^+$ are bounded away from zero on $I$ if $I$ is compact.
Proof. Since $Z_1(f)$ is empty, it is easy to check that $f^- < 0$ on $I$ if and only if $f^+ < 0$ on $I$. Also $f^- > 0$ on $I$ if and only if $f^+ > 0$ on $I$. To prove the first part of the theorem, assume to the contrary that there are $s, t$ in $I$ such that $f^-(s)f^-(t) \leq 0$. We may exclude the cases $f^-(s)f^-(t) = 0$ and $s = t$ since they lead to a direct contradiction. Let us assume that $s < t$ in $I$, $f^-(s) > 0$, and $f^-(t) < 0$. Then $X = \{x \in [s,t]: f^- > 0 \text{ on } [s,x] \}$ is a nonempty subset of $(a,b)$ that is bounded above by $t$. Since $f^-$ is left-continuous and $Z_1(f)$ is empty, the least upper bound of $X$, say $x_0$, satisfies $f^-(x_0) > 0$. Consequently $f^+(x_0) > 0$ and so for some $\delta, M > 0$, $f^+(x) \geq M$ on $(x_0, x_0 + \delta)$. Then $f^-(x) \geq M$ on $(x_0, x_0 + \delta)$ which contradicts $x_0$ is the least upper bound of $X$. Since a similar argument works when $f^-(s) < 0$ and $f^-(t) > 0$ the proof of the first part is complete.

The second part of the theorem follows from the fact that the least upper bound of $f^-$ on a compact subinterval $J$ of $(a,b)$ is attained at a point of the form $f^+(z)$, where $z \in J$. The same statement holds for the greatest lower bound. □

If $f \in \text{BV}_{\text{loc}}((a,b), \mathbb{R})$ such that $Z_{(a,b)}(f)$ is empty, then the Intermediate Value Theorem 4.1 tells us that for each $r \in [0,1]$, either $rf^- + (1-r)f^+ > 0$ on $(a,b)$ or $rf^- + (1-r)f^+ < 0$ on $(a,b)$. Furthermore it is bounded away from zero on each compact subinterval of $(a,b)$.

**Corollary 4.2.** Let $f \in \text{BV}_{\text{loc}}((a,b), \mathbb{R})$. If $y_0$ is a number between $f^-(s)$ and $f^-(t)$, exclusive, for some interval $[s,t] \subset (a,b)$, then $y_0$ is between $f^-(x_0)$ and $f^+(x_0)$, inclusive, for some $x_0 \in [s,t]$.

**Proof.** It follows from the Intermediate Value Theorem 4.1 that $Z_{[s,t]}(f - y_0)$ is not empty, which means $(f^-(x_0) - y_0)(f^+(x_0) - y_0) \leq 0$ for some $x_0 \in [s,t]$. This in turn implies that $y_0$ is between $f^-(x_0)$ and $f^+(x_0)$, inclusive. □

A similar version of Corollary 4.2 is valid if $y_0$ is between $f^-(s)$ and $f^+(t)$, $f^+(s)$ and $f^-(t)$, or $f^+(s)$ and $f^+(t)$.

**Theorem 4.3 (Mean Value Theorem)**. Let $r$ be a fixed number in $[0,1]$. Let $\alpha$ be a strictly increasing function on $(a,b)$ and let $u$ be a real-valued $r$-balanced function on $(a,b)$ such that $du \ll d\alpha$ and $d\alpha$ is $r$-balanced on $(a,b)$. If $s < t$ are in $Z_{(a,b)}(u)$, then $Z_{[s,t]}(du/d\alpha)$ is not empty.

**Proof.** Assume to the contrary that $Z_{[s,t]}(du/d\alpha)$ is empty. It follows from the Intermediate Value Theorem 4.1 that either $du/d\alpha > 0$ on $[s,t]$ or $du/d\alpha < 0$ on $[s,t]$. Let us assume that $du/d\alpha > 0$ on $[s,t]$. For any interval $I \subset [s,t]$ that contains more than one point

$$\int_I du = \int_I \frac{du}{d\alpha} d\alpha > 0$$

since $\alpha$ is strictly increasing on $(a,b)$ and $du/d\alpha > 0$ on $[s,t]$. By choosing $I$ to be $(s,t)$, $(s,t]$, $[s,t]$, and $[s,t]$ we obtain $u^-(t) - u^-(s) > 0$, $u^+(t) - u^+(s) > 0$, $u^-(t) - u^-(s) > 0$, and $u^+(t) - u^-(s) > 0$, respectively. The first two inequalities imply $u^-(s) < \min\{u^-(t), u^+(t)\}$ and the second two inequalities imply $u^-(s) < \min\{u^-(t), u^+(t)\}$. But $\min\{u^-(t), u^+(t)\} \leq 0$, so $u^-(s)$ and $u^+(s)$ are both negative and this contradicts the assumption that $s \in Z_{(a,b)}(u)$. Therefore $Z_{[s,t]}(du/d\alpha)$ is not empty. Since a similar argument works when $du/d\alpha < 0$ on $[s,t]$ the proof is complete. □
Hypothesis 4.4. \( r \) is a fixed number in \([0,1]\), \( \alpha \) is strictly increasing on \((a,b)\), \( \beta \in \text{BV}_{\text{loc}}((a,b), \mathbb{R}) \), and \( \theta_{1-r}(x) \neq 0 \) and \( \theta_r(x) \neq 0 \) for all \( x \in (a,b) \).

Now we are ready to prove the main result of this section.

**Theorem 4.5.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. If \( u \) is a nontrivial real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a,b)\), then \( Z_{(a,b)}(u) \) is a set of isolated points.

**Proof.** Let \( u \) be a real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a,b)\) such that \( Z_{(a,b)}(u) \) contains a point \( s \) that is not isolated. We are going to show that \( u \) is the trivial solution. Since \( s \) is not isolated there is a sequence of distinct points \( x_n \in Z_{(a,b)}(u) \) that converges to \( s \). We may assume that either \( x_n > s \) for all \( n \) or \( x_n < s \) for all \( n \). Let us consider the case \( x_n > s \) for all \( n \). According to the Mean Value Theorem 4.3 there exists a sequence \( y_n \in Z_{[s,x_n]}(du/d\alpha) \). By taking the limit as \( n \to \infty \) to each of the inequalities \( u^{-}(x_n)u^{+}(x_n) \leq 0 \) and \((du/d\alpha)^{-}(y_n)(du/d\alpha)^{+}(y_n) \leq 0 \) we obtain \( u^{+}(s) = (du/d\alpha)^{+}(s) = 0 \). According to Equation (3.4) \( u(s) = (du/d\alpha)(s) = 0 \). According to the uniqueness theorem for initial value problems \( u \) is the trivial solution. Since a similar argument works for the case \( x_n < s \) for all \( n \) the proof is complete.

**Definition 4.6.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Let \( u \) be a nontrivial real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a,b)\). \( u \) is said to change sign at \( s \in (a,b) \) if there exists \( \delta > 0 \) such that \( u < 0 \) on \((s-\delta, s)\) and \( u > 0 \) on \((s, s+\delta)\), or \( u < 0 \) on \((s-\delta, s)\) and \( u > 0 \) on \((s, s+\delta)\). \( u \) is said to change sign in a subinterval \( I \) of \((a,b)\) if it changes sign at some point in \( I \).

Observe that if \( u \) changes sign at \( s \in (a,b) \), then \( s \in Z_{(a,b)}(u) \).

**Theorem 4.7.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Let \( u \) be a nontrivial real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a,b)\) and let \( s \in (a,b) \). If \( u(s) = 0 \), then \( u \) changes sign at \( s \).

**Proof.** Since \( u \) is not the trivial solution it follows that \((du/d\alpha)(s) \neq 0 \). Also since \( u(s) = 0 \) it follows that \((du/d\alpha)^{-}(s) = (du/d\alpha)^{+}(s) = (du/d\alpha)(s) \). Then there exists \( \delta > 0 \) such that either \( du/d\alpha > 0 \) on \((s-\delta, s+\delta)\) or \( du/d\alpha < 0 \) on \((s-\delta, s+\delta)\). If \( x \in (s-\delta, s) \) and \( y \in (s, s+\delta) \), then

\[
(u^{-}(s) - u^{-}(x))(u^{+}(y) - u^{-}(s)) = \int_{[x,s]} \frac{du}{d\alpha} \, d\alpha \int_{[s,y]} \frac{du}{d\alpha} \, d\alpha > 0.
\]

This shows that \( u^{-}(s) \) is between \( u^{-}(x) \) and \( u^{+}(y) \). A similar argument, by integrating over \([x,s]\) and \((s,y]\), shows that \( u^{+}(s) \) is between \( u^{-}(x) \) and \( u^{+}(y) \). Therefore \( 0 = u(s) = ru^{-}(s) + (1 - r)u^{+}(s) \) is between \( u^{-}(x) \) and \( u^{+}(y) \). Since \( x \) and \( y \) are arbitrary points in \((s-\delta, s)\) and \((s, s+\delta)\), respectively, it follows from Theorem 4.5 that \( u \) changes sign at \( s \).
Corollary 4.10. Let \( u \) be a nontrivial real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a, b)\). Then \( u \) does not change sign in \((a, b)\) if and only if either \( u > 0 \) on \((a, b)\) or \( u < 0 \) on \((a, b)\).

**Proof.** If \( u > 0 \) on \((a, b)\), then \( u^+ \geq 0 \) on \((a, b)\) and so \( u \) does not change sign in \((a, b)\). A similar statement holds when \( u < 0 \) on \((a, b)\).

To prove the converse assume to the contrary that there are \( s < t \) in \((a, b)\) such that \( u(s)u(t) < 0 \) (the equality leads to a direct contradiction according to Theorem 4.7). We may assume that \( u \) is continuous at \( s \) and \( t \). According to the Intermediate Value Theorem 4.1, \( Z_{(s,t)}(u) \) is not empty. With the aid of Theorem 4.5, \( Z_{(s,t)}(u) \) is finite. We may assume that \( Z_{(s,t)}(u) \) consists of the points \( x_1 < x_2 < \cdots < x_p \). Put \( x_0 = s \) and \( x_{p+1} = t \). Then \( u \) have the same sign on each of \((x_{j-1}, x_j)\) and \((x_j, x_{j+1})\) for all \( 1 \leq j \leq p \) since \( u \) does not change sign in \((a, b)\). This contradicts that \( u^-(s)u^-(t) < 0 \). \( \square \)

**Theorem 4.8.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Let \( u \) be a nontrivial real-valued \( r \)-balanced solution of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a, b)\) and let \( s \in (a, b) \). Then

1. \( u^+(s) = 0 \), then \( u \) changes sign at \( s \) if and only if \( \theta_{1-r}(s) > 0 \). 
2. \( u^-(s) = 0 \), then \( u \) changes sign at \( s \) if and only if \( \theta_r(s) > 0 \). 
3. \( u^-(s)u^+(s) < 0 \) if and only if \(-r\Delta_{,\alpha}(s) < u(s)/(du/d\alpha)(s) < (1-r)\Delta_{,\alpha}(s) \).

**Proof.** The first and the second statements have similar proofs so we only prove the first statement. Assume that \( u^-(s) = 0 \). The case \( \Delta_{,\alpha}(s) = 0 \) is trivial since Theorem 4.7 tells us that \( u \) changes sign at \( s \). Let us assume that \( \Delta_{,\alpha}(s) \neq 0 \). It follows from Equations (3.4) and (3.5) that

\[
u^+(s) = \Delta_{,\alpha}(s) \left( \frac{du}{d\alpha} \right)^{-}(s)
\]

which is not zero since \( u \) is not the trivial solution. Then \( \theta_{1-r}(s) > 0 \) if and only if \( u^+(s)(du/d\alpha)^{-}(s) > 0 \). This completes the proof since \( u \) changes sign at \( s \) if and only if \( u^+(s)(du/d\alpha)^{-}(s) > 0 \).

The third statement follows from \( u^-(s) = u(s) - (1-r)\Delta_{,\alpha}(s)(du/d\alpha)(s) \) and \( u^+(s) = u(s) + r\Delta_{,\alpha}(s)(du/d\alpha)(s) \). These two equations can be seen directly from Equations (3.4) and (3.5). \( \square \)

The following result is an immediate consequence of Theorem 4.9.

**Corollary 4.10.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Then for every nontrivial real-valued \( r \)-balanced solution \( u \) of \(-d(dy/d\alpha) + yd\beta = 0\) on \((a, b)\), the set \( Z_{(a,b)}(u) \) consists precisely of all points in \((a, b)\) at which \( u \) changes sign if and only if \( \theta_r(x) > 0 \) and \( \theta_{1-r}(x) > 0 \) for all \( x \in (a, b) \).

5. **Sturm Separation Theorem**

Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. The Wronskian of two \( r \)-balanced solutions \( u \) and \( v \) of \(-d(dy/d\alpha) + yd\beta = 0\) is defined by

\[
W[u, v](x) = u(x)\frac{dv}{d\alpha}(x) - v(x)\frac{du}{d\alpha}(x).
\]

Obviously \( W[u, v] \in BV_{loc}((a, b), \mathbb{R}) \). With the aid of Equations (3.4) and (3.5), it is straightforward to verify that

\[
W[u, v] = W^-[u, v]/\theta_{1-r} = W^+[u, v]/\theta_r.
\]

(5.1)
Then the following statements are equivalent.

1. \( u \) and \( v \) are linearly dependent.
2. \( W[u, v](x) = 0 \) for some \( x \in (a, b) \).
3. \( W^-[u, v](x) = 0 \) for some \( x \in (a, b) \).
4. \( W^+[u, v](x) = 0 \) for some \( x \in (a, b) \).

We define \( \theta(x) = \theta_r(x)/\theta_{1-r}(x) \). Then it follows from Equation (5.1) that

\[
W^+[u, v](x) = W^-[u, v](x)\theta(x),
\]

(5.2)

The number of points \( x \in (a, b) \) for which \( \theta_r(x) < 0 \) is finite in each compact subset of \((a, b)\). Similar statement holds for each of \( \theta_{1-r} \) and \( \theta \).

The following result determines the derivative of the Wronskian. It uses the fact that \( \Delta_{d_\alpha}d_\beta = \Delta_{d_\beta}d_\alpha \).

**Theorem 5.1.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. If \( u \) and \( v \) are \( r \)-balanced solutions of \(-d(\text{d}y/\text{d}\alpha) + y\text{d}\beta = 0\), then

\[
dW[u, v] = W^-[u, v] - \frac{(1 - 2r)\Delta_{d_\alpha}}{\theta_{1-r}} d_\beta = W^+[u, v] - \frac{(1 - 2r)\Delta_{d_\alpha}}{\theta_r} d_\beta \tag{5.3}
\]

For the standard Sturm-Liouville homogeneous differential equation, the Wronskian of two linearly independent solutions is a nonzero constant everywhere on \((a, b)\), which is the key to prove the Sturm separation theorem, see for example Zettl [21]. Unfortunately Equation (5.3) tells us that the derivative of \( W[u, v] \), even when \( u \) and \( v \) are linearly independent, is not necessarily the zero measure, unless the two solutions are balanced (i.e., \( r = 1/2 \)).

The following result is the key to prove a Sturm-type separation theorem for the equation \(-d(\text{d}y/\text{d}\alpha) + y\text{d}\beta = 0\).

**Lemma 5.2.** Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Let \( u \) and \( v \) be nontrivial real-valued \( r \)-balanced solutions of \(-d(\text{d}y/\text{d}\alpha) + y\text{d}\beta = 0\). If there are \( s < t \) in \((a, b)\) such that \( W^+[u, v](s)W^-[u, v](t) < 0 \) and \( \theta > 0 \) on \((s, t)\), then \( u \) and \( v \) are linearly dependent.

**Proof.** The Intermediate Value Theorem 4.1 tells us that for some \( x_0 \in (s, t) \) \( W^+[u, v](x_0)W^-[u, v](x_0) \leq 0 \). Since \( \theta(x_0) > 0 \) it follows from Equation (5.2) that \( W^-[u, v](x_0) = 0 \) which means \( u \) and \( v \) are linearly dependent.

The next two theorems are the main results of this section.

**Theorem 5.3** (Sturm Separation Theorem 1). Assume that \( r, \alpha, \) and \( \beta \) satisfy Hypothesis 4.4. Let \( u \) and \( v \) be linearly independent real-valued \( r \)-balanced solutions of \(-d(\text{d}y/\text{d}\alpha) + y\text{d}\beta = 0 \) on \((a, b)\). Let \( s < t \) be consecutive points in \( Z_{a, b}(u) \) such that \( \theta > 0 \) on \((s, t)\). Then

1. If \( u^+(s) = u^-(t) = 0 \), then \( v \) changes sign in \((s, t)\).
2. If \( u^+(s) = u^-(t) = 0 \) and \( \theta_r(s) > 0 \), then \( v \) changes sign in \([s, t]\).
3. If \( u^+(s) = u^-(t) = 0 \) and \( \theta_{1-r}(s) > 0 \), then \( v \) changes sign in \([s, t]\).
4. If \( u^+(s) = u^-(t) = 0 \) and \( \theta_r(s)\theta_{1-r}(t) > 0 \), then \( v \) changes sign in \([s, t]\).

**Proof.** We prove the first statement. Since \( s < t \) are consecutive points in \( Z_{a, b}(u) \), we may assume that \( u^-, u^+ > 0 \) on \((s, t)\). Since \( u \) is not the trivial solution, it follows that \((du/\text{d}\alpha)^+(s) \neq 0\). Also since for all \( x \in (s, t) \),

\[
0 < u^+(x) = \int_{(s,x)} du = \int_{(s,x)} \frac{du}{d_\alpha} d_\alpha,
\]
it follows that \((du/\alpha)^+ (s) > 0\) if \((du/\alpha)^- (s) < 0\), then \(du/\alpha < 0\) on \((s, s+\delta)\) for some \(\delta > 0\). A similar argument shows that \((du/\alpha)^- (t) < 0\). Now assume to the contrary that \(v\) does not change sign in \((s, t)\). With the aid of Theorem 4.8 we may assume \(v > 0\) on \((s, t)\). Since \(u\) and \(v\) are linearly independent it follows that \(v^+ (s) > 0\) and \(v^- (t) > 0\). Then \(W^+[u, v](s) = -v^+(s)(du/\alpha)^+(s) < 0\) and \(W^-[u, v](t) = -v^-(t)(du/\alpha)^-(t) > 0\). It follows from Lemma 5.2 that \(u\) and \(v\) are linearly dependent. This contradiction completes the proof of the first statement.

The proof of the second and the third statements are similar so we only prove the second statement. We may assume that \(u^-, u^+ > 0\) on \((s, t)\). Then \((du/\alpha)^- (t) < 0\). Also, Theorem 4.9 tells us that \(\theta_{1-r}(s)(du/\alpha)^- (s) > 0\). Assume to the contrary that \(v\) does not change sign in \([s, t]\). We may assume \(v > 0\) on \([s, t]\). Then \(v^- (s) > 0\) and \(v^- (t) > 0\). It follows that \(W^- [u, v](t) > 0\). On the other hand \(W^+[u, v](s) = -\theta_r(s) v^-(s)(du/\alpha)^- (s)/\theta_{1-r}(s) < 0\). A similar contradiction to that in the first proof follows.

Now we prove the forth statement. We may assume \(u^-, u^+ > 0\) on \((s, t)\). Assume to the contrary that \(v\) does not change sign in \([s, t]\). Then we may assume \(v > 0\) on \([s, t]\). Since \(v\) does not change sign at \(s\) nor \(t\) and since \(u\) and \(v\) are linearly independent it follows that \(v^- (s) > 0\) and \(v^+ (t) > 0\). With the aid of Theorem 4.9 \(\theta_{1-r}(s)(du/\alpha)^- (s) > 0\) and \(\theta_r(t)(du/\alpha)^+ (t) < 0\). Then \(W^+[u, v](s)/\theta_r(s) < 0\) and \(W^- [u, v](t)/\theta_{1-r}(t) > 0\). But \(\theta_r(s)\theta_{1-r}(t) > 0\) so \(W^+[u, v](s)W^- [u, v](t) < 0\). This contradiction completes the proof.

We should point out that even if the function \(\theta\) does not have the same sign on \((s, t)\), we still can have a separation theorem. This is because \(\theta\) changes sign at most at a finite number of points in \((s, t)\). One can check that, if \(\theta\) changes sign precisely at an even number of points in \((s, t)\), then Theorem 5.3 is valid.

To prove the second part of the Sturm separation theorem we need the following lemma.

**Lemma 5.4.** Assume that \(r, \alpha, \beta\) satisfy Hypothesis 4.4. Let \(u\) and \(v\) be linearly independent real-valued \(r\)-balanced solutions of \(-d(dy/\alpha) + yd\beta = 0\) on \((a, b)\). If, for some \(s \in (a, b)\), \(u^-(s)u^+(s) < 0\) and \(v\) does not change sign at \(s\), then \(v(s)(du/\alpha)(s)W[u, v](s) < 0\).

**Proof.** Put \(E = v(s)(du/\alpha)(s)W[u, v](s)\). Observe that \(v(s) \neq 0\) and \((du/\alpha)(s) \neq 0\). If \((du/\alpha)(s) = 0\), then \(E = -(v(s)(du/\alpha)(s))^2 < 0\). Assume that \((du/\alpha)(s) \neq 0\). It follows from Theorem 4.9 that either \(v_0 \leq -r\Delta_{da}(s)\) or \(v_0 \geq (1-r)\Delta_{da}(s)\), where \(v_0 = v(s)/(du/\alpha)(s)\). Also \(-r\Delta_{da}(s) < u_0 < (1-r)\Delta_{da}(s)\) where \(u_0 = u(s)/(du/\alpha)(s)\). Then

\[
E = \left(v(s)\frac{du}{d\alpha}(s)\right)^2 \left(\frac{u_0}{v_0} - 1\right) < 0.
\]

This completes the proof.

**Theorem 5.5** (Sturm Separation Theorem II). Assume that \(r, \alpha, \beta\) satisfy Hypothesis 4.4. Let \(u\) and \(v\) be linearly independent real-valued \(r\)-balanced solutions of \(-d(dy/\alpha) + yd\beta = 0\) on \((a, b)\). Let \(s < t\) be consecutive points in \(Z_{(a, b)}(u)\) such that \(\theta > 0\) on \((s, t)\). Then

1. If \(u^-(s)u^+(s) < 0\), \(u^-(t) = 0\), and \(\theta_r(s) > 0\), then \(v\) changes sign in \([s, t]\).
2. If \(u^+(s) = 0\), \(u^-(t)u^+(t) < 0\), and \(\theta_{1-r}(t) > 0\), then \(v\) changes sign in \((s, t)\).
(3) If \( u^-(s)u^+(s) < 0, u^+(t) = 0, \) and \( \theta_r(s)\theta_{1-r}(t) > 0, \) then \( v \) changes sign in \( [s,t] \).

(4) If \( u^-(s) = 0, u^-(t)u^+(t) < 0, \) and \( \theta_r(s)\theta_{1-r}(t) > 0, \) then \( v \) changes sign in \( [s,t] \).

(5) If \( u^-(s)u^+(s) < 0, u^-(t)u^+(t) < 0, \) and \( \theta_r(s)\theta_{1-r}(t) > 0, \) then \( v \) changes sign in \( [s,t] \).

**Proof.** The first and the second statements have similar proof so we only prove the first statement. We may assume \( u^-, u^+ > 0 \) on \( (s, t) \). Then \( u^-(s) < 0, u^+(s) > 0, \) and \( (du/da) > 0 \). Assume to the contrary that \( v \) does not change sign in \( [s, t] \). We may assume \( v > 0 \) on \( [s, t] \). Then \( W^{-}[u, v](t) > 0 \). With the aid of Lemma 5.4, \( W^{-}[u, v](s) < 0 \). But \( \theta_r(s) > 0, \) so \( W^{-}[u, v](s) < 0 \). It follows from Lemma 5.2 that \( u \) and \( v \) are linearly dependent. This contradiction completes the proof of the first statement.

The third and the fourth statements have similar proofs so we only prove the third statement. We may assume \( u^-, u^+ > 0 \) on \( (s, t) \). Then \( u^-(s) < 0, u^+(s) > 0, \) and \( (du/da) > 0 \). Assume to the contrary that \( v \) does not change sign in \( [s, t] \). We may assume \( v > 0 \) on \( [s, t] \). Since \( v \) does not change sign at \( t \) and since \( u \) and \( v \) are linearly independent it follows that \( v^+(t) > 0 \). Then \( W^{-}[u, v](t)/\theta_{1-r}(t) > 0 \). With the aid of Lemma 5.4, \( W^{+}[u, v](s)/\theta_r(s) = W^{-}[u, v](s) < 0 \). But \( \theta_r(s)\theta_{1-r}(t) > 0 \), so \( W^{-}[u, v](t)W^{+}[u, v](s) < 0 \). This contradiction completes the proof.

Now we prove the last statement. We may assume \( u^-, u^+ > 0 \) on \( (s, t) \). Then \( (du/da)(s) > 0 \) and \( (du/da)(t) < 0 \). Assume to the contrary that \( v \) does not change sign in \( [s, t] \). Then we may assume \( v > 0 \) on \( [s, t] \). Then Lemma 5.4 tells us that \( W^{+}[u, v](s)/\theta_r(s) = W^{-}[u, v](s) < 0 \) and \( W^{-}[u, v](t)/\theta_{1-r}(t) = W^{-}[u, v](t) > 0 \). But \( \theta_r(s)\theta_{1-r}(t) > 0 \) so \( W^{-}[u, v](t)W^{+}[u, v](s) < 0 \). This contradiction completes the proof. \( \square \)

We close this section by deriving a formula for \( W^{-}[u, v] \). Equation (5.3) tells us that \( W^{-}[u, v] \) is a left continuous solution of locally bounded variation to the first order differential equation \( dy = yd\gamma \), where

\[
d\gamma = \frac{(1-2r)\Delta_d\alpha}{\theta_{1-r}} d\beta.
\]

Now it is straightforward to verify that \( 1 + \Delta_d\gamma = \theta \). It follows from Theorem 3.1 that any initial value problems consisting of the differential equation \( dy = yd\gamma \) has a unique left-continuous solution of locally bounded variation. According to Picard’s iterations (see Bennewitz [3] for a detailed description of Picard’s iterations) if \( x < y \) in \((a, b)\), then \( W^{-}[u, v](y) = W^{-}[u, v](x)S(x, y) \), where \( S(x, y) \) is given by

\[
1 + \sum_{t_1} \Delta_d\gamma(t_1) + \sum_{t_1 < t_2} \Delta_d\gamma(t_1)\Delta_d\gamma(t_2) + \sum_{t_1 < t_2 < t_3} \Delta_d\gamma(t_1)\Delta_d\gamma(t_2)\Delta_d\gamma(t_3) + \ldots
\]

where all indices of the above summations vary over the countably many points in \([x, y]\) where \( \Delta_d\gamma \) is different from 0. This series has the infinite product representation (see problem 3.8.26 in Kaczor and Nowak [12])

\[
\prod_{t \in [x, y]} \theta(t).
\]
Therefore if \( x < y \) in \((a, b)\), then
\[
W^-[u, v](y) = W^-[u, v](x) \prod_{t \in [x, y)} \theta(t).
\]

6. STURM COMPARISON THEOREM

In this section our goal is to develop a Sturm-type comparison theorem for balanced solutions \((r = 1/2)\) of the two differential equations
\[
-d(du/d\alpha) + yd\beta_1 = 0 \tag{6.1}
\]
and
\[
-d(dy/d\alpha) + yd\beta_2 = 0. \tag{6.2}
\]

Before we begin we require the following hypothesis to be satisfied. We introduce the new notation \( \omega_j = 1 - \Delta_{da} \Delta_{db_j}/4 \) for \( j = 1, 2 \) that replaces the notation \( \theta \).

**Hypothesis 6.1.** \( \alpha \) is strictly increasing on \((a, b)\), \( \beta_1, \beta_2 \in BV_{loc}((a, b), \mathbb{R}) \), and \( \omega_1(x) \neq 0 \) and \( \omega_2(x) \neq 0 \) for all \( x \in (a, b) \).

Assume that \( u \) and \( v \) are nontrivial balanced solutions of Equations (6.1) and (6.2), respectively. We introduce the Wronskian type quantity
\[
\tilde{W}[v, u] = uv_d - u_d v.
\]
Since each of \( u, v, du/d\alpha \), and \( dv/d\alpha \) is balanced it follows from Formula (2.1) that
\[
d\tilde{W}[v, u] = uv_d(\beta_1 - \beta_2). \tag{6.3}
\]

The next two comparison theorems are the main results of this section.

**Theorem 6.2** (Sturm Comparison Theorem 1). Assume that \( \alpha, \beta_1, \) and \( \beta_2 \) satisfy Hypothesis 6.1. Let \( u \) and \( v \) be nontrivial real-valued balanced solutions of Equations \((6.1)\) and \((6.2)\), respectively, on \((a, b)\). Let \( s < t \) be consecutive points in \( Z_{(a, b)}(u) \).

1. If \( u^+(s) = u^-(t) = 0 \) and \( d(\beta_1 - \beta_2) \) is a nontrivial positive measure on \([s, t)\), then \( v \) changes sign in \((s, t)\).

2. If \( u^-(s) = u^-(t) = 0, \omega_1(s) > 0, \) and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s, t)\), then \( v \) changes sign in \([s, t)\).

3. If \( u^+(s) = u^+(t) = 0, \omega_1(t) > 0, \) and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s, t)\), then \( v \) changes sign in \([s, t)\).

4. If \( u^-(s) = u^+(t) = 0, \omega_1(s) > 0, \omega_1(t) > 0, \) and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s, t)\), then \( v \) changes sign in \([s, t)\).

**Proof.** To prove the first statement we may assume that \( u^+ > 0 \) on \((s, t)\). It follows that \( (du/d\alpha)^+(s) > 0 \) and \( (du/d\alpha)^-(t) < 0 \). Assume to the contrary that \( v \) does not change sign in \((s, t)\). Then we may assume that \( v > 0 \) on \((s, t)\). It follows that \( v^-(t) \geq 0 \) and \( v^+(s) \geq 0 \). With the aid of (6.3) we obtain
\[
0 < \int_{(s,t)} uv_d(\beta_1 - \beta_2) = v^-(t)\frac{du}{d\alpha}^-(t) - v^+(s)\frac{du}{d\alpha}^+(s) \leq 0.
\]
This contradiction completes the proof of the first statement.

The second and the third statements have similar proofs so we only prove the second statement. We may assume that \( u^+ > 0 \) on \((s, t)\). Then \( u(s) \geq 0 \) and \( (du/d\alpha)^-(t) < 0 \). Since \( \omega_1(s) > 0 \) it follows from Theorem 4.9 that \( (du/d\alpha)^-(s) > 0 \). Assume to the contrary that \( v \) does not change sign in \([s, t)\). Then we may...
Hypothesis 6.1. Let \( v > 0 \) on \([s, t]\). It follows that \( v^-(t) \geq 0 \). Since \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \) and since \( \omega_1(s) > 0 \) it follows that \( \omega_2(s) > 0 \). Therefore \( v^+(s) > 0 \). Thus, by Equation (6.3),

\[
0 \leq \int_{[s, t]} u d\beta_1 = v^-(t) \left( \frac{du}{d\alpha} \right)^-(t) - v^-(s) \left( \frac{du}{d\alpha} \right)^-(s) < 0.
\]

This contradiction completes the proof.

To prove the forth statement we may assume \( u^+ > 0 \) on \([s, t]\). Then \( u(s) \geq 0 \) and \( u(t) \geq 0 \). Since \( \omega_1(s) > 0 \) and \( \omega_1(t) > 0 \) it follows from Theorem 4.9 that \((du/d\alpha)^+(s) > 0 \) and \((du/d\alpha)^+(t) < 0 \). Assume to the contrary that \( v \) does not change sign in \([s, t]\). Then we may assume that \( v > 0 \) on \([s, t]\). Since \( \omega_2(s) > 0 \) and \( \omega_2(t) > 0 \) it follows that \( v^-(s) > 0 \) and \( v^+(t) > 0 \). It follows from Equation (6.3) that

\[
0 \leq \int_{[s, t]} u d\beta_1 \omega_1 - \beta_2 = v^+(t) \left( \frac{du}{d\alpha} \right)^+(t) - v^+(s) \left( \frac{du}{d\alpha} \right)^+(s) < 0.
\]

This contradiction completes the proof. \(\Box\)

The conclusion of the forth statement in Theorem 6.2 is valid if \( \omega_1(s) < 0 \), \( \omega_1(s) < 0 \), and \( d(\beta_2 - \beta_1) \) is a positive measure on \([s, t]\).

To prove the second part of Sturm comparison theorem we need the following result.

**Lemma 6.3.** Assume that \( \alpha, \beta_1, \) and \( \beta_2 \) satisfy Hypothesis 6.1. Let \( u \) and \( v \) be nontrivial real-valued balanced solutions of Equations (6.1) and (6.2), respectively, on \((a, b)\). If for some \( s \in (a, b) \) \( v \) does not change sign at \( s \) and \( u^-(s)u^+(s) < 0 \), then \( v(s)(du/d\alpha)(s)W[v, u](s) > 0 \). If, in addition, \( \omega_1(s) > 0 \), \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \), then \( v(s)(du/d\alpha)(s)W^+[v, u](s) > 0 \).

**Proof.** We begin by pointing out that \( v(s) \neq 0 \) and \((du/d\alpha)(s) \neq 0 \). If \((dv/d\alpha)(s) = 0 \), then \( v(s)(dv/d\alpha)(s)W[v, u](s) = (v(s)(dv/d\alpha)(s))^2 > 0 \). Assume \((dv/d\alpha)(s) \neq 0 \). Then, with the aid of Theorem 4.9, \( |u_0| < \Delta_{da}(s)/2 \) and \( |v_0| \geq \Delta_{da}(s)/2 \) where \( u_0 = u(s)/(dv/d\alpha)(s) \) and \( v_0 = v(s)/(dv/d\alpha)(s) \). It follows that \( |u_0/v_0| < 1 \). This completes the proof of the first statement since

\[
v(s) \frac{du}{d\alpha}(s)W[v, u](s) = \left( v(s) \frac{du}{d\alpha}(s) \right)^2 \left( 1 - \frac{u_0}{v_0} \right) > 0.
\]

Now we prove the second statement. With the aid of Equations (3.4) and (3.5) it can be shown that

\[
W^+[v, u](s) = \omega_1(s)W[v, u](s) + \frac{1}{2} \left( \Delta_{d\beta_1}(s) - \Delta_{d\beta_2}(s) \right) v(s) \frac{du}{d\alpha}(s) \left( u_0 + \frac{\Delta_{da}(s)}{2} \right).
\]

Since \( \omega_1(s) > 0 \) it follows from the proof of the first statement that

\[
\omega_1(s)v(s)(du/d\alpha)(s)W[v, u](s) > 0.
\]

Also since \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \) and since \( |u_0| < \Delta_{da}(s)/2 \) it follows that

\[
\frac{1}{2} \left( \Delta_{d\beta_1}(s) - \Delta_{d\beta_2}(s) \right) v(s) \frac{du}{d\alpha}(s)^2 \left( u_0 + \frac{\Delta_{da}(s)}{2} \right) \geq 0.
\]

This completes the proof. \(\Box\)

**Theorem 6.4** (Sturm Comparison Theorem II). Assume that \( \alpha, \beta_1, \) and \( \beta_2 \) satisfy Hypothesis 6.1. Let \( u \) and \( v \) be nontrivial real-valued balanced solutions of Equations (6.1) and (6.2), respectively, on \((a, b)\). Let \( s < t \) be consecutive points in \( \mathbb{Z}_{(a,b)}(u) \).
(1) If \( u^-(s)u^+(s) < 0 \), \( u^-(t) = 0 \), \( \omega_1(s) > 0 \), and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s,t]\), then \( v \) changes sign in \([s,t]\).
(2) If \( u^-(s) = 0 \), \( u^-(t)u^+(t) < 0 \), \( \omega_1(t) > 0 \), and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s,t]\), then \( v \) changes sign in \([s,t]\).
(3) If \( u^-(s)u^+(s) < 0 \), \( u^+(t) = 0 \), \( \omega_1(s) > 0 \), \( \omega_1(t) > 0 \), and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s,t]\), then \( v \) changes sign in \([s,t]\).
(4) If \( u^-(s) = 0 \), \( u^+(t)u^+(t) < 0 \), \( \omega_1(s) > 0 \), \( \omega_1(t) > 0 \), and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s,t]\), then \( v \) changes sign in \([s,t]\).
(5) If \( u^-(s)u^+(s) < 0 \), \( u^-(t)u^+(t) < 0 \), \( \omega_1(s) > 0 \), \( \omega_1(t) > 0 \), and \( d(\beta_1 - \beta_2) \) is a positive measure on \([s,t]\), then \( v \) changes sign in \([s,t]\).

Proof. The first and the second statements have similar proofs so we only prove the first statement. We may assume that \( u^\mp > 0 \) on \([s,t]\). Then \( u > 0 \) on \([s,t]\), \( (du/da)(s) > 0 \), and \( (du/da)^-(t) < 0 \). Assume to the contrary that \( v \) does not change sign in \([s,t]\). Then we may assume \( v > 0 \) on \([s,t]\). Since \( \omega_1(s) > 0 \) and since \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \) it follows from Lemma 6.3 that \( \bar{\Omega}^+[v,u](s) > 0 \). With the aid from Equation (6.3) we obtain
\[
0 \leq \int_{(s,t)} uv\delta(\beta_1 - \beta_2) = v^-(t)\left(\frac{du}{da}\right)^-(t) - \bar{\Omega}^+[v,u](s) < 0.
\]
This contradiction completes the proof.

The third and the forth statements have similar proofs so we only prove the third statement. We may assume that \( u^\mp > 0 \) on \([s,t]\). Then \( u > 0 \) on \([s,t]\) and \( u(t) \geq 0 \). Assume to the contrary that \( v \) does not change sign in \([s,t]\). Then we may assume \( v > 0 \) on \([s,t]\). Since \( \omega_1(s) > 0 \) and since \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \) it follows from Lemma 6.3 that \( \bar{\Omega}^+[v,u](s) > 0 \). Since \( \omega_1(t) > 0 \) it follows from Theorem 4.9 that \( (du/da)^+(t) < 0 \). With the aid from Equation (6.3) we obtain
\[
0 \leq \int_{(s,t)} uv\delta(\beta_1 - \beta_2) = v^+(t)\left(\frac{du}{da}\right)^+(t) - \bar{\Omega}^+[v,u](s) < 0.
\]
This contradiction completes the proof.

Now we prove the last statement. We may assume that \( u^\mp > 0 \) on \([s,t]\). Then \( u > 0 \) on \([s,t]\), \( (du/da)(s) > 0 \), and \( (du/da)(t) < 0 \). Assume to the contrary that \( v \) does not change sign in \([s,t]\). Then we may assume \( v > 0 \) on \([s,t]\). Since \( \omega_1(s) > 0 \) and since \( \Delta_{d\beta_1}(s) \geq \Delta_{d\beta_2}(s) \) it follows from Lemma 6.3 that \( \bar{\Omega}^+[v,u](s) > 0 \). Since a similar argument works at \( t \) it follows that \( \bar{\Omega}^-[v,u](t) < 0 \). Then it follows from Equation (6.3) that
\[
0 \leq \int_{(s,t)} uv\delta(\beta_1 - \beta_2) = \bar{\Omega}^-[v,u](t) - \bar{\Omega}^+[v,u](s) < 0.
\]
This contradiction completes the proof. \(\square\)
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