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Abstract. In this paper the inverse resonance problem for the Hermite op-

erator is investigated. The Hermite operator H = a + a∗ + b with the creation
operator a, the annihilation operator a∗, and a finitely supported multipli-

cation operator b, is an unbounded operator on `2(N0) having finitely many

eigenvalues and infinitely many resonances (except for b = 0 when there are no
eigenvalues or resonances). It is shown that knowing the location of eigenvalues

and resonances determines the potential b uniquely.

1. Introduction

In this paper we prove an inverse resonance theorem for the Hermite operator
H = a + a∗ + b, where a is the creation operator acting on `2(N0), i.e., (ay)(n) =√
n+ 1y(n+1), a∗ is its adjoint (the annihilation operator), and b is a multiplication

operator. As the simplest model in quantum optics the study of this Jacobi matrix
operator is interesting in its own right. It is also highly interesting as an operator
for which the difficulties it poses in regard to inverse spectral theory are in between
those of the discrete and the continuous Schrödinger operator.

Classical results due to Gelfand and Levitan, Krein, and Marchenko (see, e.g.,
the monographs by Levitan [21], Marchenko [22], or Naimark [24]) show that, under
certain circumstances, the potential q of the Schrödinger equation −y′′+qy = λy on
a half line is determined from either the spectral function or else from the scattering
phase, the eigenvalues, and the norming constants of the associated eigenfunctions.
In a practical sense such information is difficult to come by while the location of the
eigenvalues and small resonances, central objects in quantum physics, are attainable
in the laboratory. Therefore a fundamental question arises: what may be said about
a potential, known to be contained in a particular class, when the location of the
associated eigenvalues and small resonances is known. Analogous questions arise
for difference equations and the associated Jacobi operators including the Hermite
operator investigated here. This paper is a contribution to this circle of ideas.

For integrable potentials q one may show (see e.g., Coddington and Levinson
[8] Theorem 8.1) that there is a unique solution of −y′′ + qy = z2y which behaves
asymptotically like eizx as long as z is in the upper half plane. This solution is called
the Jost solution and we denote it by ψ(·, z). At least when q is superexponentially
decaying at infinity the function ψ(x, ·) may be extended to the complex plane as
an entire function of growth order one for any fixed x ∈ [0,∞). The eigenvalues of
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the Schrödinger operator associated with q and a Dirichlet boundary condition at
x = 0 are the squares of the zeros of the Jost function, that is the function ψ(0, ·),
in the upper half plane (the physical sheet). The squares of the zeros of the Jost
function in the lower half plane (the unphysical sheet) are precisely the resonances
mentioned above (there cannot be any zeros on the real z-line except possibly at
z = 0). Hadamard’s factorization theorem implies now that knowing the location
of all eigenvalues and resonances determines the Jost function up to a factor eaz+b.
But the parameters a and b are determined also since it is known that the Jost
function tends to one as z tends to infinity along the positive imaginary axis for
any potential under consideration. The Jost function, in turn, determines directly
the scattering phase, the eigenvalues and the norming constants so that, with the
aid of Marchenko’s inverse scattering theorem (assuming q is real-valued and has
an integrable first moment), we now have the result that the location of eigenvalues
and resonances determine a superexponentially decaying potential. We call this an
inverse resonance result.

One can raise analogous questions in other circumstances, for instance for com-
plex potentials, perturbations of algebro-geometric potentials, or in the situation
of a difference rather than a differential equation. An important quantity which is
always available, even when the spectral function or the scattering phase are not
defined, is the Titchmarsh-Weyl m-function. Therefore an approach was developed
in [4] by which the m-function is constructed from the Jost function (and hence
from its zeros) with the aid of Cauchy’s residue theorem. The method is illustrated
in [4] to prove an inverse resonance result for the case of compactly supported
but complex-valued potentials of the continuous Schrödinger equation, in [6] for
complex-valued perturbations of certain algebro-geometric potentials, and in [5]
for the discrete Schrödinger equation1. The present paper deals with the Hermite
operator H = a + a∗ + b and hence with the difference equation

√
ny(n− 1) + bny(n) +

√
n+ 1y(n+ 1) = λy(n).

In all these cases a major ingredient is the Riemann surface which serves as
the domain of the Jost function (or the Jost solution at a fixed value of the spatial
variable). This Riemann surface is a twofold covering of the complex plane in which
the spectral parameter λ varies. In the case of the continuous Schrödinger equation
the surface is defined by the relationship λ = z2 and is itself a complex plane. In the
case of the discrete Schrödinger equation the surface is defined by the relationship
λ = z + 1/z and is a complex plane punctured at zero. In the case of the Hermite
operator the surface consists of two disjoint copies of the complex plane rendering
this case significantly different from the other ones.

Postulating certain abstract properties of the Jost solutions one shows then,
using little more than Cauchy’s residue theorem and Hadamard’s factorization the-
orem, that the location of the resonances determines the m-function, which, as
is well known, determines the potential. Theorem 3.1 below gives a prototypical
example of this approach. In applications one then needs to establish the postu-
lated properties of the Jost solutions for a given class of potentials. Most of these
properties are fairly easily confirmed. However, one needs a lower bound to the
modulus of the Jost function on a sequence of contours. This is no problem on the
physical sheet where only finitely many zeros are located. But on the unphysical
sheet the Jost function may have infinitely many zeros at the resonances. For the

1We also like to point the reader to related work by Korotyaev [18] and [19].
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discrete Schrödinger equation a classical theorem of Wiman states that the mini-
mum modulus of an entire function of growth order less than 1/2 is unbounded and
this guarantees that the Jost solution is bounded away from zero on a sequence of
circles. For the continuous Schrödinger equation and the present case of the Her-
mite operator the Jost functions have growth order 1 and 2 respectively. Therefore
detailed information on the asymptotic behavior of the Jost function between the
resonances is necessary. In the present case the distance of these resonances goes
to zero as they become larger in absolute value making the analysis of the modulus
of the Jost function a very sensitive issue.

For this reason we restrict our attention in this paper to the Hermite operator
with a finitely supported complex-valued “potential” b, a situation which is set in
between the discrete and the continuous Schrödinger equation. Like the discrete
Schrödinger equation the operator under investigation here is a second order differ-
ence operator, however, the interplay between kinetic and potential energy is much
more like the continuous Schrödinger equation. In support of this statement we
mention here the following facts. (1) The kinetic energy T = a + a∗ is unbounded.
(2) Adding a potential to T , however small and even if finitely supported, cre-
ates immediately infinitely many resonances, in contrast to the case of the discrete
Schrödinger equation where a finitely supported potential has only finitely many
resonances. (3) As shown in Lemma 4.4, the asymptotic behavior of the resonances
depends only on the location of the last site occupied by the potential and its value
there, reflecting strongly the situation for the continuous Schrödinger equation2. In
particular, in both cases, the analysis of a decaying but not finitely supported po-
tential would be completely different from the analysis needed for finite or compact
support.

However, there are also differences to the case of the continuous Schrödinger
equation. We mentioned already the fact, that the underlying Riemann surface
consists of two disconnected sheets. Resonances and eigenvalues may occur on
either sheet and the distance between resonances shrinks as they grow larger where
in the case of the continuous Schrödinger equation with a compactly supported
potential resonances have asymptotically constant distance. Another new feature
is played by a certain entire function M0 of growth order two which governs the
asymptotic behavior of the Jost solution and hence the Jost function. In fact, the
Jost function has the form ρ(λ) +σM0(σλ)τ(λ) where ρ and τ are polynomials and
where σ assumes the values ±1 signifying the two disjoint sheets of the Riemann
surface.

If N denotes the index of the last site occupied, the polynomials ρ and τ have
degree 2N −1 and 2N , respectively, and their coefficients are polynomials of b0, ...,
bN . Provided that N is known one might be tempted to recover first the 4N + 1
coefficients of ρ and τ from the location of finitely many resonances and then the
bj from these coefficients. While the first step is linear it is not clear how to
establish that the problem is nonsingular. The second step is highly nonlinear and
to guarantee uniqueness of a solution appears to be very difficult.

2More precisely, in the Hermite case the asymptotic behavior of the resonances is given by

the solutions of the equation iσ
√

2π exp(−z2/2) = N !z−2N/bN where σ assumes the values ±1

signifying the two disjoint sheets of the Riemann surface, N is the index of the last occupied site
and bN is the value of the potential there. In the case of a compactly supported perturbation

of the continuous Schrödinger equation the asymptotic behavior of the resonances is given by

the solutions of exp(2izR) = 4z2/q(R) when R denotes the right endpoint of the support of the
potential q.
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The major result of this paper is a uniqueness theorem for the inverse resonance
problem. Recall, though, that from the physical point of view one expects large
resonances to be insignificant. Therefore it would be very interesting to establish
a stability result stating that two potentials having the same eigenvalues and the
same small resonances should be very close in some appropriate norm. Such a
result was obtained in [23] for the case of a discrete Schrödinger equation but there
is no analogue for the continuous Schrödinger equation or for the present case of
the Hermite equation. We expect the Hermite case to be more tractable and plan
to address it in the future.

Next we will describe the result obtained in this paper in more precise terminol-
ogy. As usual the symbol N stands for the set of natural numbers. We will also use
the abbreviations N0 and M for the sets N∪{0} and N∪{0,−1}, respectively. The
set of complex-valued functions defined on a set S is denoted by CS . The object of
investigation in this paper is the operator h : CM → CN0 given by

(hy)(n) = an−1y(n− 1) + bny(n) + any(n+ 1), n ∈ N0

where a−1 = 1, an =
√
n+ 1 when n ∈ N0, and where b is a complex-valued

sequence with semi-bounded imaginary part. The operator h is the Hermite “dif-
ference expression”. Since the set {y ∈ `2(M) : y(−1) = 0} is isomorphic to `2(N0)
and since the annihilation operator a∗ acts on y ∈ `2(N0) as if there were an ele-
ment y−1 which is zero, we may think of H = a + a∗ + b as the operator in `2(N0)
associated with h and a Dirichlet boundary condition on the left. Accordingly one
might want to call H the Dirichlet-Hermite operator.

Due to the fact that the sequence a is not summable there is, for any z ∈ C, at
most one linearly independent solution ψ(·, z) of the difference equation

(hy)(n) = zy(n), n ∈ N0 (1)

which is square summable, see Carleman [7]. Under suitable conditions on the
sequence b the functions ψ(n, ·) may be extended to entire functions and we may
assume without loss of generality that they do not have any nonconstant common
factors. A zero z0 of ψ(−1, ·) is then, by definition, either an eigenvalue or a
resonance depending on whether ψ(·, z0) is square summable or not. We emphasize
that there could be real resonances, embedded in the continuous spectrum. In fact,
in the situation at hand where the potential is finitely supported, the following
statements hold. (1) The real line is covered by absolutely continuous spectrum of
local multiplicity one. This follows from the asymptotic behavior of solutions of the
equation hy = zy for real z, see [16]. (2) The asymptotic behavior of the solutions
shows also that eigenvalues can never be real. (3) If b is real so that H is self-adjoint
there are no real resonances. This is proved below in Appendix A, Corollary A.2.
(4) It is easy to construct explicit examples of complex potentials for which there
are real resonances. However, their number is finite since the asymptotic behavior
of the Jost solution prevents the existence of zeros outside a compact interval.

Our main theorem is the following one.

Theorem 1.1. Suppose b ∈ CN0 is finitely supported. Then the location of all
eigenvalues and resonances of the associated Hermite operator H and their multi-
plicities determine b uniquely.

This theorem is a corollary of Theorems 3.1 and 4.1 below and its proof can be
found after the proof of Theorem 4.1. Although we consider perturbations of the
main diagonal only a similar approach appears to work for general finitely supported
three-diagonal perturbations.
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We also show that the Jost function may be expressed as a Fredholm determinant
replicating a fact for both the continuous and discrete Schrödinger equation. This
result may be found in Appendix B.

The Hermite operator is intimately connected to the weight w(z) = exp(−z2)
which produces the coefficients an to grow like n1/2. We expect that our ap-
proach will work in principle also for the more general case of weights of the form
w(z) = exp(−|z|α), 0 < α < 1, whence an = O(n1/α). The associated Jacobi differ-
ence equations have drawn much attention recently. In particular, detailed investi-
gations of the asymptotic behavior of their solutions was carried out by Dombrowski
[9], Dombrowski and Pedersen [11], [12], and Dombrowski, Janas, Moszyński, and
Pedersen [10]. Related work was also done by Beckermann [2], Beckermann and
Castro Smirnova [3], and Geronimo, Bruno, and Van Assche [13]. Finally we men-
tion the monograph [20] by Levin and Lubinsky.

The paper is organized as follows. In Section 2 we discuss the case of an unper-
turbed Hermite operator, where b = 0. In Section 3 we state and prove an abstract
version of the inverse resonance theorem, starting from certain hypotheses on the
Jost solutions. In Section 4 we show that finitely supported potentials b have Jost
solutions with the required properties to apply the abstract theorem. Appendix A
deals with the question of common zeros of the two polynomials appearing in the
Jost function. In Appendix B we study the perturbation determinant. Finally, in
Appendix C we list the Jost functions for the three most basic examples.

We are grateful to M. Ismail for useful information about classical and recent
result on orthogonal polynomials and to an unknown referee for suggestions to
improve the presentation.

2. The free case

In this section we consider equation (1) when all bn are equal to zero, i.e., we
consider the equation

an−1y(n− 1, z) + any(n+ 1, z) = zy(n, z) (2)

for n ∈ N0. This we call the free case. In the following we remind the reader about
some classical facts concerning this case.

Define w(z) = exp(−z2/2)/
√

2π and p0(n, z) = Hn(z/
√

2)/
√

2nn! where the Hn

are Hermite polynomials. Then the p0(n, ·) are orthonormal polynomials in L2(w)
(i.e.,

∫∞
−∞ p0(n, z)p0(m, z)w(z)dz = δn,m holds for all n,m ∈ N0). They satisfy

equations (2) for n ∈ N (but not for n = 0), i.e., they satisfy (1) when all bn = 0
and when n ≥ 1. Since 1/an is not summable we have the limit point case at
infinity.

For n ∈ N0 we let

q0(n, z) =
∫ ∞
−∞

p0(n, t)− p0(n, z)
t− z

w(t)dt.

These functions also satisfy equations (2) for n ∈ N since
∫∞
−∞ p0(n, t)w(t)dt =

δ0,n = 0.
Given F ∈ L2(w) define xk =

∫∞
−∞ F (t)p0(k, t)w(t)dt. Bessel’s inequality states

∞∑
k=0

|xk|2 ≤
∫ ∞
−∞
|F (t)|2w(t)dt.
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When =(z) 6= 0 choose F (t) = 1/(t − z) (which is in L2(w)) and denote the
corresponding number xk by ψ0(k, z). Thus k 7→ ψ0(k, z) is square summable.
Moreover, defining

m0(z) =
∫ ∞
−∞

w(t)
t− z

dt,

we obtain

ψ0(k, z) =
∫ ∞
−∞

p0(k, t)
t− z

w(t)dt

=
∫ ∞
−∞

p0(k, t)− p0(k, z)
t− z

w(t)dt+ p0(k, z)
∫ ∞
−∞

w(t)
t− z

dt

= q0(k, z) +m0(z)p0(k, z).

Thus m0 is the Titchmarsh-Weyl m-function associated with the pair (q0, p0). We
also note that m0(−z) = −m0(z) when =(z) 6= 0.

Define

M0(z) = i

√
π

2
exp(−z2/2) erfc(−iz/

√
2)

where erfc denotes the complementary error function defined by

erfc(z) = 1− erf(z) = 1− 2√
π

∫ z

0

exp(−t2)dt.

It follows then from formulas 7.1.3 and 7.1.4 of Abramowitz and Stegun [1] that
m0(z) = M0(z) if =(z) > 0 and that m0(z) = −M0(−z) if =(z) < 0. By Formula
7.1.23 of Abramowitz and Stegun we have

M0(z) ∼ −1
z

(
1 +

∞∑
k=1

1× 3× · · · × (2k − 1)
z2k

)
(3)

as long as | arg(−iz)| < 3π/4, i.e., −π/4 < arg(z) < 5π/4. Since erfc(−z) =
2− erfc(z) we also have

M0(z) ∼ i
√

2π exp(−z2/2)− 1
z

(
1 +

∞∑
k=1

1× 3× · · · × (2k − 1)
z2k

)
(4)

as long as | arg(iz)| < 3π/4, i.e., −5π/4 < arg(z) < π/4. We also record for future
use that

M0(z) +M0(−z) = i
√

2π exp(−z2/2)

never vanishes. Analytic continuation of m0 across the real axis from both the
upper and the lower half plane gives a function defined on the Riemann surface
R0 = {(z, σ) : z ∈ C, σ = ±1} which consists of two completely disconnected copies
of the complex plane. This function is denoted by M̂0 and we have explicitly

M̂0 : R0 → C : (z, σ) 7→ σM0(σz).

We also define
Ψ0(n, z, σ) = q0(n, z) + M̂0(z, σ)p0(n, z)

and emphasize that Ψ0(n, z, σ) = ψ0(n, z) provided that σ=(z) > 0.
We have constructed solutions for equation (2) when n ∈ N. We define p0(−1, z),

q0(−1, z), ψ0(−1, z), and Ψ0(−1, z, σ) so that equation (2) holds also for n = 0.
This gives p0(−1, z) = 0, q0(−1, z) = −1 and ψ0(−1, z) = Ψ0(−1, z, σ) = −1. The
function Ψ0 : M×R0 → C is called the Jost solution associated with the difference
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equation (2). Note that Ψ0(·, z, σ) is square summable if σ=(z) > 0. Also, defining
the (modified) Wronskian

[f, g](n) = an(f(n)g(n+ 1)− g(n)f(n+ 1)),

one computes immediately that [Ψ0(·, z,+1),Ψ0(·, z,−1)](n) = M0(z) +M0(−z) =
i
√

2π exp(−z2/2).
The function Ψ0(−1, ·, ·) = −1 defined on R0 is called the Jost function of the

problem. Since Ψ0(−1, ·, ·) has no zeros it follows that the Hermite operator has
no eigenvalues or resonances in absence of a potential.

2.1. Asymptotic properties of ψ0(n, ·) near infinity.

Lemma 2.1. For every n ∈ N0 there is a constant cn such that∣∣∣∣∣ψ0(n, z) +

√
n!

zn+1

∣∣∣∣∣ ≤ cn
|z|n+2|=(z)|

for any complex number z with =(z) 6= 0.

Proof. Since ψ0(n, z) =
∫∞
−∞ p0(n, t)w(t)/(t− z)dt and

1
t− z

=
1

t− z

(
t

z

)n+2

− 1
z

n+1∑
`=0

(
t

z

)`
we compute

∫∞
−∞ p0(n, t)t`w(t)dt. Because of the orthogonality properties of the

Hermite polynomials this is zero if ` < n. Using formulas 22.13.19 and 22.4.6 of
Abramowitz and Stegun we find that

∫∞
−∞ p0(n, t)tnw(t)dt =

√
n!. Finally, we also

have that
∫∞
−∞ p0(n, t)tn+1w(t)dt = 0 since all Hermite polynomials are either even

or odd. Hence∫ ∞
−∞

p0(n, t)
t− z

w(t)dt = −
√
n!

zn+1
+
∫ ∞
−∞

p0(n, t)tn+2

(t− z)zn+2
w(t)dt.

The claim follows if we define cn =
∫∞
−∞ |p0(n, t)tn+2|w(t)dt. �

3. The inverse resonance problem

Definition 1. Let C be the family of Hermite operators H for which the complex
sequence b has semi-bounded imaginary part and for which there exists a function
Ψ : M×R0 → C with the following properties:

(1) For every complex number z the functions Ψ(·, z,+1) and Ψ(·, z,−1) are
nontrivial solutions of the equation hy = zy.

(2) The (modified) Wronskian of Ψ(·, z,+1) and Ψ(·, z,−1) satisfies

[Ψ(·, z,+1),Ψ(·, z,−1)](n) = M0(z) +M0(−z) = i
√

2π exp(−z2/2)

for all z ∈ C.
(3) Ψ(·, z,+1) is square summable for all z in some nonempty open subset of

the upper half of the z-plane and Ψ(·, z,−1) is square summable for all z
in some nonempty open subset of the lower half of the z-plane.

(4) Ψ(−1, ·,±1) and Ψ(0, ·,±1) are entire functions of finite growth order.
(5) Ψ(−1, z, σ) tends to −1 as σz tends to infinity in the upper half plane.
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(6) There exist two sequences of closed contours n 7→ γσ,n : [0, 2π] → R0, one
on each sheet, with the following properties: (i) |γσ,n(t)| ≥ rn where rn is a
sequence of positive numbers tending to infinity, (ii)

∫ 2π

0
|γσ,n(t)|dt = O(rn)

as n tends to infinity, and (iii) there is a positive constant A such that

|Ψ(−1, z, σ)| ≥ Ar−pn

{
| exp(−z2/2)| if σ=(z) ≤ 0,
1 if σ=(z) ≥ 0.

for z = γσ,n(t), t ∈ [0, 2π], σ = ±1 and n ∈ N.

Theorem 3.1. Assume that the Hermite operator H, associated with the complex
sequence b ∈ CN0 with semi-bounded imaginary part, is in C and let Ψ be the
function from Definition 1 establishing that fact. Then the zeros of Ψ(−1, ·, ·) and
their multiplicities determine uniquely the quantities bn for all n ∈ N0.

Proof. It is well-known that the Titchmarsh-Weyl m-function determines a real
potential b uniquely. This remains true in the complex-valued case, at least if b
satisfies a certain assumption concerning the distribution of its values, see [28].
This assumption on b is satisfied when b is a bounded sequence.

The m-function is defined3 as −ψ(0, z)/ψ(−1, z) when ψ(·, z) is a square sum-
mable solution of the difference equation hy = zy. By Properties (1) and (3) we
have that

m(z) = − Ψ(0, z, σ)
Ψ(−1, z, σ)

if (z, σ) is in one of the sets mentioned by Property (3). By Property (4) the
function m may be analytically continued to a function M̂ defined on the Riemann
surface R0. Thus we need to show that M̂ is uniquely determined by the zeros of
Ψ(−1, ·, ·). We will use the notation M+ = M̂(·,+1) and M− = M̂(·,−1).

Since, according to Property (4), the function Ψ(−1, ·,+1) is entire and of finite
growth we may apply Hadamard’s factorization theorem. Let z1, z2, ... be the pair-
wise distinct nonzero zeros of Ψ(−1, ·,+1) labeled such that |z1| ≤ |z2| ≤ ... and let
n1, n2, ... be their respective multiplicities. Also, let z0 = 0 and denote by n0 the
multiplicity of zero as a zero of Ψ(−1, ·,+1) (of course, n0 may well be zero). Then

Ψ(−1, z,+1) = exp(g(z))zn0

∞∏
j=1

Eρ(z/zj)nj

where ρ is to be chosen to be the smallest integer such that
∑∞
j=1 nj |zj |−ρ+1 is

finite, where g is a polynomial, and where Eρ is a canonical factor, i.e.,

Eρ(z) = (1− z) exp(z +
z2

2
+ ...+

zρ

ρ
).

From the asymptotic behavior of Ψ(−1, ·,+1), known from Property (5), we
find that g(z) = iπ + log(1 + o(1)) − n0 log z −

∑∞
j=1 nj logEρ(z/zj) as z tends

to infinity in the upper half plane, i.e., that g is known up to terms which vanish
at infinity. Since g is a polynomial this information fixes it uniquely. Thus the
function Ψ(−1, ·,+1) is completely determined by its zeros. In the same way we
can determine Ψ(−1, ·,−1) from its zeros.

3This definition is different from the one in [28]. However, the two notions are easily translated
into one another.
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Next, for any j ∈ N0, we take r ≤ nj−1 derivatives of the Wronskian relationship
given by Property (2) and evaluate at zj to obtain

r∑
`=0

(
r

`

)
Ψ(`)(0, zj ,+1)Ψ(r−`)(−1, zj ,−1) = −W (r)(zj)

where W (z) = i
√

2π exp(−z2/2). This allows to determine recursively the numbers
Ψ(r)(0, zj ,+1) for r = 0, ..., nj − 1 since Ψ(−1, zj ,−1) is necessarily different from
zero. Analogously we find the appropriate number of derivatives of Ψ(0, ·,−1) at
the zeros of Ψ(−1, ·,−1).

We now compute the residues of hzM+ at the zeros of Ψ(−1, ·,+1) where
M+(µ) = −Ψ(0, µ,+1)/Ψ(−1, µ,+1) and hz(µ) = (z/µ)p+1/(z − µ) where p will
be determined shortly. To simplify notation we introduce

fz,j(µ) = hz(µ)
(µ− zj)nj

Ψ(−1, µ,+1)

for j ∈ N and note that these function are known except for the common multi-
plicative constant 1/C+. Thus we may compute the numbers

reszj
(hzM+) = − 1

(nj − 1)!
(Ψ(0, ·,+1)fz,j)(nj−1)(zj)

= − 1
(nj − 1)!

nj−1∑
r=0

(
nj − 1
r

)
Ψ(r)(0, zj ,+1)f (nj−1−r)

z,j (zj).

Also

res0(hzM+) = −
p+n0∑
k=0

(fz,0Ψ(0, ·,+1))(k)(0)
k!

zk−n0

where fz,0(µ) = µn0/Ψ(−1, ·,+1).
Let Bn be the open domain enclosed by the contour γ+1,n. By the residue

theorem,

1
2πi

∫
γn

hz(µ)M+(µ)dµ

= −M+(z) +
p+n0∑
k=0

(fz,0Ψ(0, ·,+1))(k)(0)
k!

zk−n0 +
∑
zj∈Bn

reszj
(hzM+) (5)

if z ∈ Bn, and if z is none of the poles of M+.
In the upper half plane M+ equals the Titchmarsh-Weyl m-function. Its asymp-

totic behavior was studied in [28] showing that M+(z) is of order 1/z as z tends to
infinity there. We now want to investigate the asymptotic behavior of M+ in the
lower half plane. Property (2) implies

M+(z) = M−(z) +
i
√

2πe−z
2/2

Ψ(−1, z,+1)Ψ(−1, z,−1)
.

Using Property (5) and Property (6) we may estimate |Ψ(−1, z,−1)| ≥ 1/2, and
|Ψ(−1, z,+1)| ≥ A| exp(−z2/2)|r−pn as long as z is located on the contour γ+1,n

given by Property (6) (recall that z is in the lower half plane). AlsoM−(z) = O(1/z)
as it equals the Titchmarsh-Weyl m-function in the lower half plane. Thus M+

grows at most like rpn on those contours and the integral on the left hand side of
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equation (5) tends to zero as n tends to infinity, proving firstly the convergence of
the series and secondly that

M+(z) =
p+n0∑
k=0

(fz,0Ψ(0, ·,+1))(k)(0)
k!

zk−n0 +
∞∑
j=1

reszj (hzM+).

Our previous considerations show that we know the series on the right of this
equation as well as the expressions (fz,0Ψ(0, ·,+1))(k)(0) as long as k ≤ n0−1. For
k ≥ n0 these quantities are also known, since, according to Property (5) M+(z)
tends to zero as z tends to infinity in the upper half plane. Thus, the function M+

and, in an analogous fashion, the function M−, are uniquely determined from the
zeros of Ψ(−1, ·, ·). �

4. Finitely supported diagonal perturbations

Now suppose we have a finite diagonal perturbation, i.e., we are looking for
solutions of the equations (1) where bn = 0 for n > N ≥ 0 and bN 6= 0. We
emphasize that this allows for perturbations of the first N + 1 sites, in particular,
N = 0 does not indicate the free case.

We define a function Ψ : M×R0 → C. For n ≥ N we set Ψ(n, z, σ) = q0(n, z) +
σM0(σz)p0(n, z). For −1 ≤ n ≤ N−1 we define Ψ(n, ·, ·) by the recurrence relation
(1) and obtain

Ψ(n, z, σ) = ρn(z) + σM0(σz)τn(z)

for appropriate polynomials ρn and τn. In fact, for N > 0, we find that ρn and τn
are polynomials of degree 2N − 2− n and 2N − 1− n, respectively, and that both
have leading coefficient −bNAn/N ! where A−1 = 1 and An =

√
n! when n ≥ 0.

This latter statement makes use of the fact that both q0(k, ·) and p0(k, ·) have
leading coefficient 1/

√
k!. If N = 0 then ρ−1 = −1 and τ−1 = −b0.

Theorem 4.1. Suppose b ∈ CN0 and that there exists an N ≥ 0 such that bN 6= 0
and bn = 0 for n > N ≥ 0. Then the associated Hermite operator is in Class C.

Proof. By definition Ψ satisfies Property (1) of Definition 1. The sequence Ψ(·, z, σ)
is the Jost solution of hy = zy when σ=(z) > 0.

The Wronskian [Ψ(·, z,+1),Ψ(·, z,−1)](n) is independent of n. For n ≥ N
we are in the free case so that its value is always equal to M0(z) + M0(−z) =
i
√

2π exp(−z2/2). This is Property (2) of Definition 1.
It is also obvious that Ψ(·, z,+1) is square summable for any z in the upper half

plane and that Ψ(·, z,−1) is square summable for any z in the lower half plane, i.e.,
Ψ satisfies Property (3) of Definition 1.

The error function is an entire function of growth order 2. The same is therefore
true for the functions M0 and Ψ(n, ·, σ) for either choice of σ and all n ∈M. Thus
Property (4) of Definition 1 holds.

Lemma 4.2 for n = −1 shows that Property (5) is satisfied, too.
Finally, we need a lower bound on certain contours γσ,n which pass between the

zeros of Ψ(−1, ·, σ). We consider only the case σ = +1 since the other one is treated
similarly. Circles would be ideal but a circle passing between two zeros near the
ray with argument −π/4 may come too close to a zero on the ray with argument
−3π/4. Instead we choose two semicircles of possibly different radii in the right
and left half plane and join these along the imaginary axis. In the upper half plane
Ψ(−1, ·,+1) approaches the value −1 so that its modulus is eventually bounded
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below by 1/2. In the lower half plane Lemma 4.4 gives the desired estimate. Thus
Property (6) is satisfied with A = |bN |/N ! and p = 0. �

We are now in the position to prove our main theorem.

Proof of Theorem 1.1. The potential b is identically equal to zero if and only if
there are no eigenvalues or resonances. Otherwise Theorem 4.1 shows that H is in
the class C defined by Definition 1. In that case Theorem 3.1 shows that the zeros
of Ψ(−1, ·, ·), i.e., the eigenvalues and resonances determine b uniquely. �

4.1. Asymptotic properties of Ψ(n, ·, σ) near infinity. We first investigate the
asymptotics of Ψ(n, ·, σ) when σz is in the upper half plane.

Lemma 4.2. There exist positive constants CN and KN such that

|Ψ(n, z, σ)−Ψ0(n, z, σ)| ≤ 2CNKN‖b‖1
|z|n+2

for all n ∈M and all complex numbers z satisfying σ=(z) ≥ 1 and |z| ≥ 2KN‖b‖1.

Proof. For ` ∈ N0 define recursively

ψ`(n, z) =
N∑

k=n+1

(p0(k, z)q0(n, z)− q0(k, z)p0(n, z))bkψ`−1(k, z)

and note that, according to Lemma 2.1 and since ψ0(−1, z) = −1,

|ψ0(n, z)| ≤ CN
|z|n+1

for a suitable constant CN as long as −1 ≤ n ≤ N and |=(z)| ≥ 1.
Next note that, since ψ0 = q0 +m0p0, we have

p0(k, z)q0(n, z)− q0(k, z)p0(n, z) = p0(k, z)ψ0(n, z)− ψ0(k, z)p0(n, z).

Therefore
|p0(k, z)q0(n, z)− q0(k, z)p0(n, z)| ≤ KN |z|k−n−1

for a suitable constant KN provided that −1 ≤ n ≤ k ≤ N and |=(z)| ≥ 1.
Induction shows then that

|ψ`(n, z)| ≤
CN
|z|n+1

(
KN‖b‖1
|z|

)`
.

Since |z| ≥ 2KN‖b‖1 we find that
∞∑
`=1

|ψ`(n, z)| ≤
2CNKN‖b‖1
|z|n+2

.

From standard arguments we obtain that Ψ(·, ·, σ) = ψ0 +
∑∞
`=1 ψ` if σ=(z) > 0.

This completes the proof. �

Lemma 4.3. The asymptotic behavior of the rational function ρ−1/τ−1 near infin-
ity is given by

ρ−1(z)
τ−1(z)

=
1
z

(
1 +

N−1∑
k=1

1× 3× · · · × (2k − 1)
z2k

)
+

N !
bNz2N

+O(|z|−2N−1).
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Proof. Since
ρ−1(z)
τ−1(z)

= −σM0(σz) +
Ψ(−1, z, σ)
τ−1(z)

the result follows from the Lemma 4.2 and from the asymptotic behavior of M0

given in equation (3) for z in the upper half plane. Since ρ−1/τ−1 is rational this
behavior persists in any direction. �

Lemma 4.4. The function Ψ(−1, ·,+1) has infinitely many zeros in the lower
half plane. Denoting the principal branch of the logarithm by log their location is
asymptotically given by

z2
n = 4nπi+ 2N log(2nπi)− 2 log(C) +O(n−1/2)

where zn is to be chosen in the third quadrant for positive n and in the fourth
quadrant for negative n and where C = iN !2−N/(

√
2πbN ).

However, if n is sufficiently large, then

|Ψ(−1, z,+1)| ≥ |bN |
N !
|z2N exp(−z2/2)|

for all z located on certain quarter circles in the third and fourth quadrant passing
between the zn and zn+1. This estimate holds also for z on the negative imaginary
axis provided that |z| is sufficiently large.

Analogous statements hold for Ψ(−1, ·,−1).

Proof. If σ=(z) < 0 we get from Lemma 4.3 and equation (4)

Ψ(−1, z, σ)
τ−1(z)

=
ρ−1(z)
τ−1(z)

+ σM0(σz) = iσ
√

2π exp(−z2/2) +
N !

bNz2N
+ g̃(σz)

where g̃(z) = O(|z|−2N−1). Define w = z2/2, C = iσN !2−N/(
√

2πbN ) (this is
consistent with the definition made above since σ = 1 there), and

F (w) = e−w − Cw−N + g(w) = e−w − Cw−N (1− h(w))

where g(w) = g̃(σ
√

2w) and h(w) = g(w)wN/C. Note that g depends both on σ

and on which root is chosen in computing z =
√

2w but that both of these are
unimportant since g is just an error term. Also, h(w) = O(|w|−1/2).

All large zeros of Ψ(−1, ·, σ) correspond to zeros of F since τ−1 is a polynomial
(in fact, since, as we show in Appendix A, ρ−1 and τ−1 have no common zeros, all
zeros of Ψ(−1, ·, σ) correspond to zeros of F ).

We consider here only w in the upper half plane, associated with z in the third
quadrant. Analogous considerations apply to w in the lower half plane associated
with z in the fourth quadrant.

If we define

f(w) = w −N log(w) + log(C) + log(1 + h(w))

then w is a zero of F if and only f(w) = 2nπi for some n. Theorem 6.1 of Olver
[25] guarantees now a solution of this latter equation provided that n is sufficiently
large. Moreover this solution is asymptotically equal to 2nπi. Thus

wn = 2nπi+N log(2nπi)− log(C) +O(n−1/2).

(Note that we do not claim that n enumerates all the zeros of F in the upper half
plane.) We have now proved the first statement of the lemma.

To prove the second statement define

K = 2 sup{|Cw−N + g(w)| : |w| ≥ 1,=w ≥ 0},
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and
Rn = =(wn) + π

so that Rn is approximately π away from both =(wn) and =(wn+1). We consider
w on the semi-circle Rneiϕ and distinguish three cases:

• In the sector 0 ≤ ϕ ≤ π(1− 2N(lnRn)/Rn)/2 the term Cw−N is the dom-
inant term in F (w). Since <w = Rn cosϕ ≥ 2Rn(π2 −ϕ)/π ≥ 2N ln(Rn) ≥
N ln(Rn) − ln(|C|/4) when n is sufficiently large, we find that |e−w| ≤
|Cw−N |/4. Sufficiently large n entail also the estimate |g(w)| ≤ |Cw−N |/4
so that |F (w)| ≥ |Cw−N |/2.
• In the sector π(1 + (lnK)/Rn)/2 ≤ ϕ ≤ π the term e−w is the dominant

term in F (w). Now <w ≤ 2Rn(π2 − ϕ)/π ≤ − lnK and hence we obtain
|Cw−N + g(w)| ≤ K/2 ≤ |e−w|/2 and hence |F (w)| ≥ |e−w|/2.
• Finally, in the sector π(1 − 2N(lnRn)/Rn)/2 ≤ ϕ ≤ π(1 + (lnK)/Rn)/2

the terms e−w and Cw−N are possibly of the same order and may cancel
each other. However, on our chosen circular segments this can be prevented.
Since C = e−wnwNn /(1−h(wn)) we may rewrite F as F (w) = e−w(1−G(w))
where

G(w) = ew−wn(wn/w)N (1 +O(n−1/2)).
Note that, setting w = x + iy and wn = xn + iyn with x, y, xn, yn real we
get y−yn = Rn sinϕ−(Rn−π) = π+O((log n)2/n) and x−xn = O(log n).
Therefore (w − wn)/w = O(log n/n) and

(wn/w)N = 1 +O(log n/n).

Also
ew−wn = ex−xn(−1 +O((log n)2/n)).

Thus <(G(w)) = ex−xn(−1 +O(n−1/2)) ≤ 0 which yields

|F (w)| = |e−w||1−G(w)| ≥ |e−w|<(1−G(w)) ≥ |e−w|.

We also note that |F (w)| ≥ |e−w|/2 as w tends to negative infinity along the
real axis.

The second statement in the Lemma follows now after recalling that Ψ(−1, z,+1)
equals iσ

√
2πτ−1(z)F (z2/2) and that τ−1 = −bNz2N/N ! +O(z2N−1). �

Appendix A. The resultant of ρ−1 and τ−1

Theorem A.1. Assume that b ∈ CN0 has its support in {0, ..., N} with bN 6= 0 and
let Ψ : M×R0 → C be the associated Jost solution. The resultant of the polynomials
ρ−1 and τ−1 defined by the relationship

Ψ(−1, z, σ) = ρ−1(z) + σM0(σz)τ−1(z)

is given by

R(ρ−1, τ−1) = −
(
bN
N !

)2N−1

.

Proof. Suppose z0 is a common zero of the polynomials ρ−1 and τ−1. Then
Ψ(−1, z0,+1) and Ψ(−1, z0,−1) are both equal to zero. This is impossible since
it would imply that their Wronskian is also zero. Therefore ρ−1 and τ−1 do not
have any common zeros and their resultant never vanishes. A priori, the resultant
is a polynomial in the variables b0, ..., bN . However, since it never vanishes, it is
necessarily a multiple of a power of bN (recall that we assume bN 6= 0). We can
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now easily compute this resultant, by assuming that b0 = ... = bN−1 = 0. In this
case one shows by induction that, for −1 ≤ n ≤ N ,

Ψ(n, z, σ) = Ψ0(n, z, σ)− bN√
N !

fn(z)Ψ0(N, z, σ)

where the fn satisfy the recursion relation an−1fn−1 +anfn+1 = zfn and the initial
conditions fN = 0 and fN−1 =

√
(N − 1)!. This implies that

fn(z) = −
√
N !(p0(N, z)q0(n, z)− p0(n, z)q0(N, z)).

In particular, f−1(z) =
√
N !p0(N, z) and hence

ρ−1(z) = −1− bNp0(n, z)q0(N, z)

and
τ−1 = −bNp0(n, z)2.

Recall (see, e.g., van der Waerden [27]) that the resultant of two polynomials

f(z) = c(z − α1)...(z − αn)

and
g(z) = d(z − β1)...(z − βm)

is given by

R(f, g) = cmdn
n∏
j=1

m∏
k=1

(αj − βk) = cm
n∏
j=1

g(αj) = (−1)nmdn
m∏
k=1

f(βk).

Since ρ−1 assumes the value −1 at each of the zeros of τ−1 this completes the
proof. �

Corollary A.2. If b is real valued and finitely supported then Ψ(−1, ·,±1) does not
have any real zeros. In other words, there are no real eigenvalues or resonances.

Proof. Since b is real the polynomials ρ−1 and τ−1 have real coefficients and hence
are real on the real line. Since the imaginary part of M0 never vanishes on the real
axis, a real zero of Ψ(−1, ·,±1) would have to be a common zero of ρ−1 and τ−1.
But, according to the previous theorem, such common zeros do not exist. �

We remark here that the precise form of the resultant is not needed to arrive at
the conclusion of the corollary. However, we find it striking that the determinant
of a rather complicated matrix assumes such a simple form and feel that this result
could be of independent interest.

Appendix B. The perturbation determinant

The basic object studied in this paper is the Jost function. It is well-known that
in other models, particularly the discrete and continuous Schrödinger equation, the
Jost function can be expressed as a perturbation determinant, see, for instance, Jost
and Pais [17], Gohberg and Krein [15], Teschl [26], and Gesztesy and Makarov [14].
Here we prove that this fact holds true in the Hermite model, too. We emphasize
that this connection between the Jost function and the perturbation determinant
is a powerful source of deep analysis of operators and their spectra; exhibited, for
instance, by the well-known trace formulas.

Assume that b ∈ CN0 has its support in {0, ..., N} with bN 6= 0 and denote the
Hermite operator with potential (b0, ..., bk, 0, ...) by Hk. Accordingly, H−1 denotes
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the operator associated with the potential b = 0 and HN = H, the operator as-
sociated with the full potential b. We want to compute the determinant of the
operator

(H−1 − z)−1(HN − z) = I + (H−1 − z)−1b

where z ∈ C − R, the resolvent set of H−1. Since the multiplication operator b is
finite rank the determinant is well defined as the product of its eigenvalues, taking
into account their algebraic multiplicities. We first note that

det((H−1 − z)−1(HN − z)) =
N∏
k=0

det((Hk−1 − z)−1(Hk − z)).

We define the sequence p(·, z) as the solution of hy = zy satisfying initial con-
ditions p(−1, z) = 0 and p(0, z) = 1. Also recall that ψ(n, z) = Ψ(n, z, σ) for
σ=(z) > 0.

Suppose now that λ is an eigenvalue of (Hk−1 − z)−1(Hk − z). Then there is an
vector y ∈ `2(N0) such that

bkδk,ny(n) = (λ− 1)((Hk−1 − z)y)(n). (6)

If λ 6= 1 this equation implies firstly that y(n) = αp(n, z) for all n ≤ k and
secondly that y(n) = βψ0(n, z) for n ≥ k. Thus αp(k, z) = βψ0(k, z). Furthermore,
evaluating (6) at k, we obtain also

bky(k) = (λ− 1)(ak−1y(k − 1)− zy(k) + aky(k + 1))

which is equivalent to

αbkp(k, z) = ak−1(λ− 1)(αp(k − 1, z)− βψ0(k − 1, z)).

These two equations form a linear homogeneous system for α and β which has a
nontrivial solution if and only if

λ = 1 +
bkp(k, z)ψ0(k, z)

[p(·, z), ψ0(·, z)](k − 1)
=

[p(·, z), ψ0(·, z)](k)
[p(·, z), ψ0(·, z)](k − 1)

.

This is the only eigenvalue possibly different from one in which case it has algebraic
multiplicity one. Hence

det((Hk−1 − z)−1(Hk − z)) =
[p(·, z), ψ0(·, z)](k)

[p(·, z), ψ0(·, z)](k − 1)

and, using [p(·, z), ψ0(·, z)](−1) = 1,

det((H−1 − z)−1(HN − z)) = [p(·, z), ψ0(·, z)](N).

Since ψ(n, z) = ψ0(n, z) for n ≥ N we have that

[p(·, z), ψ0(·, z)](N) = [p(·, z), ψ(·, z)](N) = [p(·, z), ψ(·, z)](−1) = −ψ(−1, z).

Thus we have proved the following theorem.

Theorem B.1. If H is the Hermite operator associated with the finitely supported
potential b and z is a non-real complex number, then

det((H−1 − z)−1(H − z)) = −ψ(−1, z).
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Appendix C. Elementary examples

We give here the Jost functions for the cases N = 0, N = 1, and N = 2 in
order to provide some insight into the structure of Jost functions Ψ(−1, z, σ) =
ρ−1(z) + τ−1(z)σM0(σz).
N = 0:

ρ−1(z) = −1

τ−1(z) = −b0
N = 1:

ρ−1(z) = −1 + b0b1 − b1z
τ−1(z) = −b0 + b0b1z − b1z2

N = 2:

ρ−1(z) =
1
2
{−2 + 2b0b1 + (b2 − 2b1 − b0b1b2)z + (b0b2 + b1b2)z2 − b2z3}

τ−1(z) =
1
2
{−2b0 − b2 + b0b1b2 + (2b0b1 − b0b2 − b1b2)z

+ (−2b1 + 2b2 − b0b1b2)z2 + (b0b2 + b1b2)z3 − b2z4}
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